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ABSTRACT

Federal policy often institutes uniform pricing across regions in the name of fairness. I study
the unintended consequences of such uniform pricing in the context of the residential mortgage
market, which is heavily influenced by the securitization policies of the government sponsored
enterprises (GSEs). I show that the regional uniformity of GSE-conforming mortgage rates
leads to credit rationing. I develop three results by exploiting differences in the strength of
lender rights — state laws that limit a lender’s recourse and ability to foreclose on property
— as a source of regional variation. First, controlling for borrower characteristics, I find that
GSE-securitized mortgage rates do not vary across lender rights whereas those of privately
securitized mortgages do vary. Second, the lack of regional variation in mortgage rates leads
to the credit rationing of marginal borrowers in regions with borrower-friendly laws, whereas,
regression discontinuity and bunching estimates show that the GSEs “cherry-pick” the better
risks leading to greater credit access in lender-friendly areas. Finally, I find that the GSEs’
cost of funds advantage distorts the pool of borrowers available to the private market and that
only some of the GSE-rationed borrowers can access privately securitized mortgages. Overall,
the results demonstrate how uniform regional pricing and cost of funds advantages of the GSEs
distorts the competitive landscape of the US mortgage market.
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I Introduction

Federal policy often institutes uniform or pooled pricing across regions in the name of fairness.

The US Postal Service, for example, exhibits limited geographic variation in prices. The

rationale behind these policies is that consumers in areas with low costs should cross-subsidize

consumers in areas with high costs. Such policies, however, may also have the unintended

consequence of rationing consumers out of the market in some regions but not in others. I

analyze these trade-offs in the context of the US residential mortgage market, which represents

nearly 30 percent of the nation’s credit market. The Federal National Mortgage Association

(“Fannie Mae”) and the Federal Home Loan Mortgage Corporation (“Freddie Mac”) with

their special status as government sponsored enterprises (GSEs) heavily influence borrower

access to credit through their role in the secondary market for residential mortgages. They

fund originated mortgages by purchasing loans directly from the primary market mortgage

originators and holding these loans in their portfolio; or alternatively, by acting as conduits

and issuing mortgage-backed securities (MBS). While the GSEs do not directly lend to

borrowers, they can discourage regional risk-based pricing in the mortgage market by only

accepting mortgage loans that they evaluate to be GSE-conforming.1 I exploit variation in

state foreclosure law at state borders to examine the direct and spillover effects of such uniform

regional pricing of GSE-conforming mortgages in the US residential mortgage market.2

State foreclosure law that limits lenders’ recourse and ability to foreclose on property affect

lenders’ payoffs from the mortgages in case of borrower default. Motivated by this, I build a

lender rights (henceforth, LR) index based on state foreclosure law and use it as a source of

regional variation in my empirical research design. I focus on three specific types of foreclosure

law: judicial foreclosure laws, deficiency judgement laws (or recourse) and state redemption

laws. I use variation in LR at state borders combined with plausibly exogenous variation from

a policy regulation based on affordable housing goals, a novel source of quasi-experimental

variation in mortgage interest rates, and unique rate sheet and loan level data to examine three

sets of questions. First, I test whether mortgage interest rates of GSE-conforming loans vary

across LR. Second, I examine whether the lack of regional variation in mortgage interest rates

affects credit access (that is, the extensive margin) across LR. Additionally, in a regression

discontinuity (RD) design focused on the marginal borrowers, I also test whether the GSEs

“cherry-pick” the better risks leading to greater credit access to marginal borrowers in high LR

areas. Finally, I examine the interaction between the GSE-conforming and the private market

in a bunching design based on the regulatory cutoff on loan size for GSE-conforming loans. I

conclude by examining the overall impact on credit access in the primary mortgage market.

1Origination of new mortgages is done by the primary market mortgage originators and not the GSEs. The
GSEs’ charters prohibit them from originating mortgages (Jaffee (2012)).

2I refer to loans that are guaranteed or purchased by GSEs in the secondary market as GSE-eligible, GSE-
conforming or simply conforming. Loans which are not GSE-conforming are referred to as non-conforming.



I begin by examining the mortgage rates of GSE-conforming loans during the pre-crisis

period from 2000 to 2005.3 Specifically, I focus on the 38 cross-border MSAs that straddle the

borders of two or more states with differing LR. I use unique rate sheet data on mortgage rates

offered by lenders before screening and borrower sorting to show that — holding borrower and

property characteristics constant — mortgage rates of GSE-conforming loans do not vary across

LR.4 Lenders do not use non-rate terms such as down payment and debt-to-income constraints,

either, to adjust for this lack of variation in mortgage rates. The first innovation of this study

is that it uses regional variation in LR across state borders combined with unique rate sheet

data to credibly establish that — controlling for borrower characteristics — mortgage rates of

the GSE-conforming loans do not vary by LR. Prior literature (Hurst et al. (2015)) has found

consistent results but was constrained to ex-post mortgage level data which are confounded by

lender screening and borrower sorting.5

The paper’s second set of results examines whether this lack of regional variation in interest

rates of GSE-conforming mortgages affects the extensive margin of credit, that is, whether

borrowers are denied access to GSE-conforming loans across LR. I find that within the same

MSA-year cell, the total number of GSE-conforming mortgages per housing stock was 17

percent higher for a 1 SD higher LR index.6 That is, the GSEs credit ration borrowers in

areas with low LR. One channel through which the GSEs can institute this credit rationing

on the extensive margin is through their credit evaluation models which make a pass or fail

decision on whether a mortgage is GSE-conforming. Importantly, credit rationing by the GSEs

persist (and is statistically more significant) for the more credit-constrained borrowers such as

minority, younger, single female borrowers and first-time home buyers. For minority borrowers,

a 1 SD higher LR index is associated with a (higher) 22 percent total number of GSE-conforming

mortgages per housing stock.

A simple credit rationing argument suggests that, given uniform regional pricing of mortgage

rates, credit rationing should bind more for the marginal borrowers. To explicitly examine

whether the GSEs “cherry-pick” loans with better risk, that is, those in high LR areas and

especially so for the marginal borrowers, I exploit a regulation that obliges the GSEs to increase

their business in underserved areas. Specifically, under the “Underserved Area Goals” (UAG),

the GSEs are obliged to assist mortgage funding for low-income and minority neighborhoods in

the secondary mortgage market. As Jaffee and Quigley (2007) note, the underserved area goals

3I focus on the period between 2000 to 2005 to avoid the confounding effects of the crisis. The baseline
results hold even when I look at all MSAs or also include 2006 and 2007 data.

4The rate sheet data from RateWatch.com surveys lenders on mortgage rates for a loan of a given size. Thus,
I control for borrower and property level characteristics. Year-quarter fixed effects ensure I also control for
macroeconomic variables.

5Hurst et al. (2015) show that mortgage rates (after controlling for borrower characteristics) do not vary
with MSA-level variation in default rates.

6Specifically, I focus on the mortgages purchased or guaranteed by the GSEs in the secondary mortgage
markets. Denial rates in the primary market show similar results.
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were (in spirit) meant to unify the geographic distribution of mortgage funding.7 Using an

RD design based on the regulatory cutoff on the median family income at the census tract

level, I show that number of GSE-conforming mortgages per housing stock in low-income

neighborhoods was 54 percent higher in high LR (above median LR index) areas where the

GSEs have higher payoffs. By contrast, the number of GSE-conforming mortgages per housing

stock in low-income neighborhoods in low LR (below median LR index) areas did not increase

discontinuously at the RD cutoff. The RD estimates show that there is a large impact of the

GSE housing goals in high LR but not in low LR areas, indicating that marginal borrowers in

low LR areas were especially impacted by the GSE credit rationing.

These findings on regional credit rationing (especially for marginal borrowers) due to the

regional uniformity of mortgage rates of GSE-conforming loans is an important contribution

of this paper. Regional uniformity of mortgage rates may result in borrowers inefficiently

self-selecting into mortgages. On the other hand, it also helps regional risk-sharing among

borrowers. Prior literature (Hurst et al. (2015)) recognizes this and has focused on the cross-

subsidization of borrowers in high-risk areas by borrowers in low-risk areas, a theme prominent

in policy and public debate. While the benefits of cross-subsidization hold for the high credit-

quality borrowers who pass certain credit-quality thresholds and successfully obtain a mortgage,

my results show that the GSEs regain some of the efficiency loss of uniform pricing by restricting

credit access in the conforming market to the lowest credit-quality borrowers. This has the

unintended consequence of cutting off credit-market access (in the conforming market) to the

lowest quality borrowers. As the RD estimates show, these results are especially stronger for

marginal borrowers, specifically for low-income neighborhoods targeted by the GSE housing

goals.

The paper’s third set of results analyzes how the uniform pricing of GSE-conforming

mortgages and subsequent credit rationing impacts the behavior of the private securitizers

and lenders that do not securitize through the GSEs. During the 2000 to 2005 sample period,

private securitizers also rapidly increased their market share in the secondary mortgage market.

I exploit a regulatory cutoff on the size of loans (also known as the conforming loan limit, or

CLL) above which the GSEs cannot purchase or guarantee loans and first establish that the

comparative cost of funds advantage of the GSEs are passed onto borrowers.8 Mortgage rates of

GSE-conforming mortgages are lower by 23 basis point in high LR (above median LR) areas and

by 40 basis points in low LR areas, consistent with prior literature (Kaufman (2012), McKenzie

(2002) and Ambrose et al. (2004)). This discontinuous increase in mortgage rates around the

7In 1992 Congress passed the GSE Act to increase homeownership to low-income and minority neighborhoods.
The 1992 GSE Act mandates that a certain percentage of GSE mortgage business be composed of loans targeted
to underserved groups. The GSEs satisfy this mandate by either creating and guaranteed MBS; or by purchasing
and holding whole mortgages and MBS in their on-balance retained-mortgage portfolios.

8See Jaffee and Quigley (2011) for a survey of the literature estimating the effects of GSE funding advantages
on mortgage rates.
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CLL creates a “notch” in the borrower budget constraint. Borrowers who in the absence of

the regulatory cutoff would have chosen a loan above the CLL, now choose to reduce the size

of the loan and locate exactly at the CLL. Given the higher notch in interest rates in low LR

areas we would expect (in the absence of credit rationing) higher bunching of borrowers at the

CLL. However, credit rationing of GSE-conforming loans implies that only the higher quality

borrowers are able to access credit in the GSE-conforming market. The observed bunching

is indeed lower (rather than higher) in low LR areas consistent with GSE credit rationing.

Analysis of bunching around the CLL clearly shows how the comparative advantage of the

GSEs combined with credit rationing of the lower quality borrowers helps the GSEs establish

their dominance in the non-jumbo market.

Next, I examine whether borrowers rationed out of the conforming mortgage market are

able to access credit in the non-conforming market.9 I test whether the presence of private

securitizers diminishes the impact of uniform pricing and subsequent GSE credit rationing. I

find that, while some of the borrowers rationed out of the GSE-conforming market are able to

access credit in the private market, the lowest quality borrowers in low LR areas are rationed

out of the non-conforming market too.

I also document an effect on the design of contract terms. Amromin et al. (2013) and

Maggio et al. (2010) point to the supply of complex mortgages — such as Interest Only (IO)

loans and Negative Amortization (NEGAM) loans – as a reason for the rise in risky lending.

Here, I find that 1 SD higher LR index implied borrowers were 3 percent more likely to have

an adjustable rate mortgage (ARM) and 4.2 percent more likely to have complex mortgage

compared to a fixed rate mortgage (FRM) among the GSEs. Private securitizers thus seem to

have taken into account the higher payoffs (in case of borrower default) in high LR areas in their

contract terms. I next examine the market segment above and below the CLL and include the

GSE-conforming FRM mortgages. A graphical analysis shows that there were fewer complex

mortgages or ARMs as a percentage of total loans in high LR for the market segment where

the GSEs can participate, that is, loans with size below the CLL. By contrast, there were more

complex mortgages or ARMs in high LR areas for loans above the CLL (the market segment

where the GSEs cannot participate). I also find that 1.5 percent more likeley to be purchased

in high LR areas. Additionally, GSE loans were more likely to have high FICO and low debt-

to-income and especially so in high LR areas. Thus, possibly borrowers rationed out of the

conforming mortgage market took on increasingly risky loans (in terms complexity of loans).

My third contribution is highlighting this potential indirect spillover effect of credit rationing

(because of the uniform mortgage rate policy) in the conforming market on the private market.

9For example, Franklin Raines, the then Chief Executive Officer (CEO) of Fannie Mae was quoted in a New
York Times Article saying “Fannie Mae has expanded home ownership for millions of families in the 1990’s by
reducing down payment requirements. Yet there remain too many borrowers whose credit is just a notch below
what our underwriting has required who have been relegated to paying significantly higher mortgage rates in
the so-called subprime market.”(Acharya et al. (2011))
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These results on spillover effects of the GSEs also shed new light on the recent literature on

change in lending behavior during the pre-crisis period. Mian and Sufi (2009) and Mian and

Sufi (2015) point out that supply of mortgages increased to low-income zipcodes during this

period whereas Adelino et al. (2015b) and Adelino et al. (2015a) argue that it was the relatively

high-income borrowers who received these loans. Rajan et al. (2010) and Keys et al. (2010)

point to expansion of the private securitization markets as the cause of the subprime crisis.

Although, my study ends before the crisis period, my results highlight possibly the importance

of spillover effects that the GSEs exert on the private market through their influence in the

secondary mortgage market, especially through their uniform mortgage rate policy. Borrowers

rationed out of the conforming mortgage market perhaps had to turn to the private securitizers

who pushed them into increasingly risky loans. In other words, the private market competed

with the GSEs possibly by moving down the credit curve of increasingly risky mortgage loans.

To summarize, this study’s results document that the uniform mortgage policy of the GSEs

has important consequences for regional differences in credit access, especially so for marginal

borrowers. Additionally, the uniform pricing of GSE-conforming mortgages and subsequent

credit rationing combined with the GSEs’ comparative advantage also influences the private

market.

The rest of the paper is organized as follows. Section II reviews the literature and

the institutional details behind uniformity of mortgage rates of the GSE-conforming loans.

Section III lays out the conceptual framework for the empirical analysis. Section IV details the

paper’s empirical methodology and describes the data. Section V analyzes mortgage rates and

the extensive margin of GSE-conforming mortgages. Section VI studies the interaction of the

GSE-conforming loans and the private market. Section VII concludes.

II Institutional Details

In this section, I briefly discuss the institutional details of the residential mortgage market

and the reasons why there is uniformity in mortgage rates of the GSEs. The GSEsare the

two largest sources of housing finance in the secondary mortgage market. The GSEs do not

directly lend to borrowers and thus do not directly set mortgage rates. Instead, mortgage

rates and other contract terms are determined by originators. The originators then enter

mortgage level information into a GSE credit evaluation model which then determines whether

a mortgage is a “conforming” mortgage. However, the GSEs determine the contract design

and underwriting standards for the loans they acquire or guarantee. The credit evaluation

process is automated through proprietary software, namely, “LoanProspector” for Freddie Mac

and “Desktop Originator and Underwriter” for Fannie Mae. The mortgage originator enters

information about the mortgages and the GSE evaluates whether the mortgage passes the GSE-

eligibility standards. This is one channel through which the GSEs could discourage regional

5



risk-based pricing and make decisions to ration borrowers in certain areas.

Mortgages that do not pass the underwriting standards of the GSEs trade in the non-

conforming market. One important criteria for a mortgage to be conforming is regulatory

restrictions on loan size: the conforming loan limit or CLL. Conforming loan size is required to

be lower than the CLL in order to be eligible to be held or guaranteed by the GSEs. Mortgages

that do not meet this criteria can only be purchased by private securitizers. I use this loan size

threshold in the empirical analysis on bunching, which will be described later.

One important feature of the mortgage market is that there exists an active liquid forward

contract market for agency Mortgage-Backed-Securities (MBS). This is known as the To Be

Announced (TBA) market. In the forward market, the seller of the MBS agrees to sell at a

certain pre-specified price without fully specifying the details of all mortgages to be included in

the MBS. The lender is thus able to lock in the price at which he sells even before he originates

the loans. At a given time, TBA trading is in only about 10 to 20 different sets of contracts

for each given maturity (Vickery and Wright (2010)). The TBA-eligible securities are “pass-

through” securities where principal and interest payments of the underlying mortgages are paid

to investors on a pro-rata basis. Only a few terms such as the coupon rate and face value of

the mortgages are agreed upon.10 Thus, the most important characteristic of the TBA market

is that trading in the TBA market is reduced from millions of mortgages to a few contracts,

despite the large heterogeneity of the underlying securities.

Adverse selection between the TBA seller and the TBA buyer implies that the TBA buyer

knows that the loans he receives will be of lower quality than the average security. The security

will thus trade at a cheapest-to-deliver discount.11 However, the lack of information at the

time of transacting is also thought to increase liquidity in the TBA market. Glaeser and

Kallal (1997) present a theoretical model which suggests that limiting information may actually

enhance liquidity despite the negative effects of adverse selection. Thus, the lemon’s discount

due to the limited information in the TBA market is outweighed by the liquidity benefits of

the TBA-eligible securities.

As Vickery and Wright (2010) note, investors’ treatment of TBA pools as fungible is

predicated on the assumption of homogeneity of the underlying securities. The underwriting

and pooling process for conforming mortgages ensures that all conforming mortgages delivered

in TBA-eligible contracts pass a minimum quality threshold. I hypothesize that the market

convention of treating the MBS pools and the underlying mortgages as homogenous possibly

results in regional uniformity of mortgage rates. Although it is difficult to establish just how

10The six general parameters agreed upon are: issuer, maturity, coupon, price, par amount, and settlement
date.

11Downing et al. (2009) provide evidence that the TBA market functions as a market for lemons. They
show that borrowers in the MBS class that trade on the TBA market exercised their prepayment options more
efficiently — to the detriment of the MBS investors — compared to borrowers in pools that could have transacted
on the TBA market but did not.
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much homogeneity of underlying mortgages is necessary for the smooth functioning of the TBA

market, the homogeneity of mortgages in TBA-eligible pools is an important ingredient. I

hypothesize that this homogeneity of mortgages in the TBA pool is also responsible for the

limited regional variation of GSE mortgage rates that I observe in my empirical analysis.

At any given point there are only a handful of TBA pools with different coupon rates. Thus,

one could argue that regional differences in mortgage rates could be accommodated with these

differences in mortgage rates at the TBA level. However, the liquidity of the TBA pools comes

from the lack of information of the underlying mortgages. As Glaeser and Kallal (1997) note,

when an asset is illiquid and in the presence of asymmetries of information bundling (TBA

pools) reduced information disclosure is optimal. Glaeser and Kallal (1997) note that we do

not see separate pools for New York and Houston mortgages even if there are real reasons for

Houston markets to be superior to New York markets. The liquidity of the TBA pools comes

from restricting information about the underlying mortgages. Specifically, my hypothesis for

regional uniformity of mortgage rates stems from the fact that allowing mortgage rates to vary

by region may also result in certain TBA pools (for a given coupon) being concentrated in

certain geographies. Potentially, the liquidity of the TBA markets comes from this lack of

information of the geographic composition of the mortgages in the TBA pools. Hence, we see

uniformity across regions —controlling for borrower characteristics — of all GSE-conforming

mortgages. Without this uniformity across regions the liquidity benefits of the TBA market

may, arguably, be lower.

One concern in interpreting the lack of regional variation in mortgage rates of the GSEs

is that the GSEs can account for regional differences by varying guarantee fees (g-fees). For

investor-held MBS, the GSEs guarantee timely payment of principal and interest to the investor.

As compensation for providing this guarantee, the GSEs charge lenders g-fees. Thus, GSEs

could potentially address the lack of regional variation in mortgage rates by varying the g-fees

to account for differences in lender rights. However, during the period of analysis between 2000

to 2005, it seems there was no regional variation in g-fees.12

Existing literature has suggested other reasons for the lack of regional variation of mortgage

rates of the GSE-conforming loans. Gan and Riddiough (2008) theoretically motivate the

uniform pricing policy of the GSEs as a way to deter competitors from reverse-engineering

their proprietary screening technology. Lizzeri (1999) theoretically motivates how it is optimal

for a monopoly intermediary to only reveal whether quality is above some minimum threshold.

While it focuses on certification intermediaries, the Lizzeri (1999) model can be used to motivate

why the GSEs use a zero/one decision in the credit evaluation process and do not explicitly

state the reasons for a mortgage failing the credit evaluation process. Political pressure may also

12This document from the Federal Housing Finance Agency (FHFA) states that “The Enterprises
traditionally have charged similar guarantee fees nationwide for securitizing single-family mortgages with
similar characteristics. Those fees are intended to cover all costs associated with the guarantees.”http:
//www.fhfa.gov/AboutUs/Reports/ReportDocuments/20131209_StateLevelGfeeAnalysis_508.pdf
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result in regional uniformity of GSE-conforming mortgages (Hurst et al. (2015)). For example,

in 2012 the Federal Housing Finance Authority (FHFA) announced that guarantee fees would

vary by location. The new guarantee fees would have accounted for difficult market conditions

and declining house prices in some states, and would have possibly resulted in higher mortgage

interest rates for borrowers in these states. However, the decision to vary guarantee fees for

certain states was back-tracked after facing public opposition. It is plausible that a political

economy story could explain the regional uniformity of mortgage rates of GSE-conforming loans.

III Conceptual Framework

In this section, I present a conceptual framework to analyze the impact of a notched mortgage

interest rate on the bunching of loans at the CLL in the presence of GSE credit rationing. To

analyze the structure of underwriting and pricing policies observed in US mortgage markets, I

also analyze lender outcomes under three different pricing regimes and the subsequent impact

on credit rationing when there is regional variation in lender payoffs or more specifically in LR.

Note, that I will refer to “lender” outcomes and lenders “‘varying” mortgage rates and abstract

away from the fact that the GSEs do not directly lend to borrowers. Instead, “lending” by

the GSEs (or non-GSE securitizers) refers to the lenders (originators) in the private market

that securitizer through the GSEs (or non-GSEs). The full detail of the pricing regimes of the

lenders (GSEs and the private market) is provided in the Appendix and I briefly describe the

intuition below in Section III.B.

The conceptual framework in this section mainly focuses on the bunching analysis.

Essentially, borrowers face a jump in mortgage rates at the CLL. The notch in interest rates

— and subsequently in the borrower budget constraint — induces borrowers to bunch at the

CLL. I use this notch in the borrower budget constraint to develop a bunching model (see

DeFusco and Paciorek (2014), Dupas and Robinson (2013), Chetty et al. (2011) and Kleven

and Waseem (2013)). Specifically, I exploit the regulatory requirement that GSEs only purchase

or guarantee loans below the CLL.13 This generates an exogenous variation in the relationship

between loan size and interest rates which results in borrower response to bunch around the

CLL. The observed bunching will, however, depend on the pricing regimes followed by the

monopoly lender. That is, whether or not the GSEs credit ration borrowers on the extensive

margin will impact the observed bunching of loans at the CLL. We will also look at the impact

of the GSE funding advantage on the mortgage rates around the CLL for loans above the

CLL (jumbo loans) and loans below the CLL (GSE-conforming loans) also referred to as the

jumbo-conforming spread.

13DeFusco and Paciorek (2014) and Carlos Best and Kleven (2010) also look at notches in the household
budget constraint to estimate the interest rate elasticity of mortgage demand. However, neither accounts for
credit rationing by the lender.
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III.A Model Setup

The residential mortgage market structure is as follows. Retail lenders originate loans for

the GSEs. Retail loan originators apply underwriting criteria imposed by the GSEs in the

secondary market and charge a loan rate determined by the secondary market. For the rest

of the exposition I abstract away from this additional layer between retail originator and the

GSEs. After originating the loan, an originator will feed the information into GSE credit

evaluation software which then evaluates a pass or fail decision as to whether the mortgage

is conforming. Thus, while the GSEs do not directly lend to borrowers, I will abstract away

from this additional layer and refer to GSEs “lending” to borrowers and the GSEs “varying”

mortgage rates to refer to this pass/fail decision as a channel through which the GSEs can

institute their pricing decisions.

The borrower has credit quality summarized by θ with θ ∈ [0, 1]. 1 − θ is the probability

that the lender receives zero payoff. θ can be thought of as a reduced form value capturing

the payoff in case of borrower default. Alternatively, θ can be thought of as the output from a

credit evaluation model which depends on borrower quality, macroeconomic conditions, state

foreclosure laws and any other variables that may affect credit quality. θ can vary along many

dimensions. For the purposes of my empirical analysis, θ also encapsulates differences in state

foreclosure laws.14

Lenders are risk neutral. Loan screening in the pricing regimes with screening occurs as

follows. The lender gets the borrower characteristics data and then combines it with other

information — such as, macroeconomic variables and state foreclosure laws — as an input into

a proprietary credit evaluation model to determine credit quality of the borrower, θ. Given θ

which is determined from this screening process, the loan could be denied in which case the

applicant (potential borrower) is rationed out of the credit market. Alternatively, the loan

could be approved and credit is offered with the loan size determined by the demand schedule,

D(r) derived from the household optimization problem (described below).

Borrowers are price takers. Borrowers/households are credit constrained and borrow to

finance the purchase of their homes. Households purchase quality-adjusted housing h at price p

per unit. To buy a house of value ph, they borrow at an interest rate r (with 1+r = R).15 After

making housing choices, households receive an income y, repay all their debts and consume their

remaining income. The household interest rate (r) depends on its own credit quality (θ). The

household cannot determine its own credit quality which depends on many factors including

external macroeconomic conditions and state foreclosure laws. This is not an unreasonable

assumption in the mortgage market. Borrowers do not play a repeated dynamic game and

14For ease of exposition, I will later explicitly represent θ as a function of LR (H for high LR and L for low
LR, H > L) and all other remaining variables are denoted by X.

15In reality borrowers need to make a down payment financed from their liquid assets. However, if we assume
the standard down payment of 20 percent this only adds a constant factor to the analysis and I abstract away
from this for now.
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hence have limited ability in inferring their own credit risk. Thus, credit risk affects borrower

demand only in the way it affects the mortgage interest rate. That is, I explicitly make the

assumption that the borrower’s own credit quality does not enter the household optimization

problem except in the way it affects the mortgage interest rate r. Bond et al. (2009) make

a similar assumption on borrower inability to determine their own future payoffs, or in other

words, borrowers do not know their own credit quality at the time of entering into a loan.

One of the implications of this assumption is that borrowers do not ex-ante take into account

their ability to strategically default more in states with low LR where the lender might not

pursue foreclosure given the high costs to the lender. The empirical literature supports this

assumption. GUISO et al. (2013) find that ex-ante borrowers do not know whether a lender

can pursue recourse.16 Mian et al. (2015) find that default rates during the crisis were the same

for judicial and non-judicial states implying borrowers do not take into account the longer

foreclosure timelines in judicial states and hence do not strategically default more in judicial

states. Additionally, Ghent and Kudlyak (2011) finds that delinquencies are not higher in non-

recourse states compared to recourse states and differ only ex-post on whether the mortgage is

underwater (negative equity).

III.B Lenders and Credit Rationing

Before we turn to the household maximization problem, I briefly describe the intuition for

why uniform pricing of mortgages by the GSEs would imply credit rationing. To analyze the

structure of underwriting and pricing policies observed in US mortgage markets, I analyze lender

outcomes under three different pricing regimes and subsequent impact on credit rationing when

there is regional variation in lender payoffs or more specifically in LR. The full detail of the

pricing regimes of the lenders (GSEs and non-GSEs) is provided in the Appendix A.2. I begin

by considering a monopoly17 lender (GSE) under three pricing regimes for mortgage rates. As

previously mentioned although the GSEs do not originate mortgages, they directly influence

the observed mortgage rates and originations by retail originators through their operations in

the secondary mortgage markets. The GSEs evaluate whether a mortgage is GSE-conforming

(a pass/fail decision in the credit evaluation model) and effectively the GSEs lend directly to

consumers. This allows us to abstract away from the complications of the intermediate retail

market. I look at three pricing regimes: a risk-based pricing regime with screening, pooled

pricing regime with no screening, and pooled pricing regime with screening. Given a particular

16GUISO et al. (2013) survey borrowers on whether they think their bank can come after the borrowers assets
(in addition to the property securing the loan). Around 50% of borrowers said yes irrespective of the state they
stayed in.

17The assumptions on cost of funds ensures the GSEs are able to dominate non-GSEs in both the risk-based
and pooling strategies. Hence, I use the term “monopoly” to refer to the GSEs.
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pricing regime and household demand, I then show the impact on credit rationing of borrowers.18

The intuition for the results from the pooled pricing regime with no screening is as follows.

The lender simply charges the mortgage rate corresponding to the mortgage rate corresponding

to all borrowers in the market. Thus, the lender will not credit ration borrowers. Low credit-

quality borrowers pay a lower rate than what they would have paid in a risk-based regime.

Thus, efficiency in this regime is the lowest compared to the other pricing regimes.

The intuition for the results from the pooled pricing regime with screening is as follows. In

this pricing regime, the lender simultaneously solves for the minimum credit quality threshold

above which he is willing to lend and the pooled pricing for all borrowers who cross the minimum

credit quality threshold. If the credit quality threshold is low, more borrowers get a loan from

the lender. In this case the pooled rate for all borrowers who get a mortgage in the screening

pooled regime is higher, reflecting the lower quality of the pool of borrowers. However, if the

threshold is high then the average credit quality of borrowers that the lender lends to is higher

and this implies the pooled mortgage rate of borrowers is lower. Thus, the lender trades off

a lower optimal credit quality threshold with higher mortgage rates. For exposition, let the

minimum credit quality threshold in the screening pooled pricing regime be denoted by θ∗.

In Appendix A.2 I also incorporate the risk-based pricing regime that we observe for the

non-GSEs. The assumption on cost of funds for the lenders (GSEs and non-GSEs) ensures

that mortgage rates are higher for the non-GSEs compared to the GSEs.19 Additionally, in

risk-based pricing mortgage rates are higher for low quality borrowers. Thus the difference

in mortgage rates of the conforming mortgages (GSE mortgages which have pooled pricing)

and non-conforming mortgages (non-GSEs which follow a risk-based pricing) is wider for lower

quality borrowers. Since low LR also implies low θ the jumbo-conforming spread in low LR

areas is wider. We use this “notch” or jump in mortgage rates as one switches from a GSE

(conforming) mortgage to a non-GSE (non-conforming) mortgage in the bunching analysis.

Let us denote this difference between the conforming and non-conforming mortgage rates by

∆r. Specifically, the difference in mortgage rates around the CLL is referred to as the jumbo-

conforming spread (and is assumed to be ∆r).

I now turn to the household maximization problem which determines mortgage demand.

III.C Household Problem

Households derive utility from consumption and housing. Let c denote units of numeraire

consumption good and have the following utility:

18The basic structure of the pricing regimes draws on Gan and Riddiough (2011) and Gan and Riddiough
(2008) who use a similar framework to study the uniform mortgage rate policy of GSEs. Gan and Riddiough
(2011) and Gan and Riddiough (2008) hypothesize that the GSEs use uniform pricing to deter competitive
entry.

19This assumption is motivated by the large literature documenting the empirically positive jumbo-conforming
spread in the mortgage market (Kaufman (2012), McKenzie (2002) and Ambrose et al. (2004)).
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U(c, h) = c+
A

1 + 1/ε

(
h

A

)1+1/ε

where A > 0 and ε < 0 are parameters characterizing housing preferences. ε is the unconstrained

price elasticity of housing demand. As mentioned above, I explicitly make the assumption that

the borrower’s own credit quality (θ) does not enter the household optimization problem except

in the way it affects the mortgage interest rate (R = 1 + r).

The household’s maximization problem is:

max
c,h

U(c, h)

subject to c = y + ph−Rph
(1)

Heterogeneity of borrowers is incorporated into the parameter A which is smoothly

distributed with density function f(A). The budget constraint depends on the household’s

income (y), the price of the house (ph) and the mortgage rate (R = 1 + r) on the mortgage

taken out to finance the purchase. y, ε and p are constant across households. 20

Solving the maximization problem, we can solve explicitly for housing demand h∗.

h∗ =

(
pε

Aε+1

)
(R− 1)ε (2)

The corresponding mortgage taken out to finance the purchase is given by D∗ = ph∗. The

mortgage demand is then given by

D∗ =
( p
A

)ε+1

(R− 1)ε (3)

We have assumed that p, y and ε are constant across households. For a given A, there is a

one-to-one mapping between mortgage rates (R) and optimal mortgage choice (D∗). To make

the exposition clearer, we denote mortgage demand across households as D(R).21

III.C.3 Bunching Analysis

I now motivate the bunching of borrowers at the CLL. I focus on the household choice faced by

borrowers close to the CLL. Loans below the CLL are eligible to be held by the GSEs whereas

loans above the CLL cannot be held by the GSEs.

Borrowers at the CLL face a notched interest rate schedule as mortgage rates jump from

lower mortgage rates for conforming loans (GSE-eligible) to non-conforming loans above the

CLL (jumbo loans). In the previous section we denoted this difference between the conforming

20This assumption can be easily relaxed without materially affecting the results. All we need is that y, ε and
p are smoothly distributed.

21Note, the elasticity of mortgage demand η = −dD/dRR/D > 1 given that ε < 0.
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and non-conforming mortgage rates by ∆r. Specifically, the difference in mortgage rates

around the CLL is referred to as the jumbo-conforming spread (and is assumed to be ∆r).

In Section III.C we derived the optimal mortgage choice for mortgagors which depends on

mortgage interest rates and household preferences. In the model, heterogeneity of borrowers

was incorporated into the parameter A which is smoothly distributed with density function

f(A). In Equation 12 we showed that there is a one-to-one mapping between mortgage rates

(R) and optimal mortgage choice (D∗(R)). If we had a smooth mortgage rate schedule, the

one-to-one mapping implies a smooth distribution of the mortgages at different loan amounts.

Thus, the mortgage demand for each borrower, D∗(R), is determined by the loan interest rate,

R. We assumed the borrower demand (D∗(R)) depends on his own credit quality (θ) only

through the way it affects the mortgage rate at which the lender is willing to lend.

If there were no notch in the mortgage interest rate schedule, given the smooth distribution

of delta, the distribution of mortgage amounts would also be smooth. Let us denote this using

the density function g0(m). Now consider a notched interest rate schedule as observed at the

CLL. Let D̄ represent the CLL. Loans above the CLL have a higher mortgage interest rate

(jumbo-conforming spread). Thus, the new r(D) = r + ∆r1D>D̄. ∆r is the difference between

jumbo and conforming loans where r = R− 1.

This notch in the budget constraint results in borrowers bunching at the conforming limit.

Figure 9a illustrates the implications of this notch in a budget set diagram (Panel A) and density

distribution diagrams (Panel B). The budget set diagram (depicted in (consumption (C),

loan size (D))-space) illustrates the borrower responses among individuals with heterogeneous

housing preferences A, but a specific demand elasticity ε. Individual A has the highest

preference parameter (A) among those who locate at the CLL. This household (individual

A) chooses the same loan size D̄ both in the notch and pre-notch case. Individual B has the

highest preference parameter A + ∆A among those who locate at the CLL. In the pre-notch

schedule this household would have borrowed a loan of size D̄ + ∆D. With the new notched

schedule, the household B is indifferent between D̄ and the optimal interior point D′ under

the higher non-conforming interest rate schedule. Thus every individual between D̄ and D′

locates at the notch point and there is a hole in the density distribution with a notched interest

rate schedule. Any household which had an optimal mortgage size in the range (D̄ + D′)

in the pre-notch schedule would choose to locate to D̄ in the notched interest rate schedule.

Thus, all these borrowers between (D̄ +D′) bunch at the CLL. In other words, all individuals

with preference parameters in the range (A,A + ∆A) choose to locate at the CLL. Thus, in

a frictionless world with no credit-rationing, the mortgage density will have bunching (excess

mass) at the CLL (D̄) and a “hole” of missing mass just above the CLL. This corresponds to

the borrower response to the notched interest rate schedule. Also, a higher notch (larger spread

in the jumbo-conforming spread) would also necessarily imply more bunching of borrowers.

The borrower response by borrowers facing a notched interest rate schedule is given by:
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B =

∫ 1

θ=0

∫ D̄+∆D̄

D̄

g0(m, θ)dDdθ ≈ g0(D̄)∆D̄

g0(m) is the counterfactual distribution with no notch. The above expression does not account

for credit rationing by the GSEs. If there were no credit rationing by the GSEs, we can back

out ∆D̄ to give an estimate of the response of borrowers to a notched interest rate schedule.

In the absence of credit rationing by the GSEs, borrowers with lower credit quality will have

higher bunching compared to borrowers with high credit quality. Additionally, borrowers in

low LR areas will have a higher jumbo conforming spread compared to borrowers in high LR

areas holding all else equal. This is because non-GSEs follow risk-based pricing regimes and

in the risk-based pricing regime high LR areas have lower mortgage rates compared to the low

LR areas. The GSEs follow a pooled pricing regime and mortgage rates are the same in high

LR and low LR areas. Thus, given the bunching analysis above, based on purely response by

the borrowers and no credit rationing by the GSEs, bunching would be higher in low LR areas

compared to high LR areas.

Under a pooled pricing regime with screening, borrowers below a certain minimum credit

quality threshold are rationed out of the conforming mortgage market. Thus, the resulting

credit distribution in the presence of GSE screening is given by,

J =

∫ 1

θ=θ̄

∫ D̄+∆D̄

D̄

go(m, θ)dDdθ

= B −
∫ θ=θ̄

0

∫ D̄+∆D̄

D̄

go(m, θ)dDdθ

≈ g0(D̄)∆D̄ −
∫ θ=θ̄

0

∫ D̄+∆D̄

D̄

go(m, θ)dDdθ

Thus, the observed bunching at the CLL is the bunching that would have occurred in the

absence of any credit rationing (the first term which I call the pure borrower response) minus

the bunching amount of the low credit quality borrowers who are rationed out of the conforming

(GSE-eligible) market (second term).

Note that in the presence of a notched interest rate schedule, the borrower response to the

notch is highest by the poorest credit quality borrowers because the jump in interest rates is

the highest for these low quality borrowers. The notch around the CLL reflects the jump in

mortgage rates from the pooled GSE mortgage rate to the risk-based mortgage rate for loans

above the CLL. Since in the risk-based pricing regime, mortgage rates are higher for poorer

quality borrowers, the jumbo-conforming spread is highest for the poorer quality borrowers.

Thus, in the absence of credit rationing, bunching estimates should be highest for the lowest

quality borrowers. In the presence of credit rationing, however, bunching should reflect credit

rationing by the GSEs. The overall effect on the observed amount of bunching, given that the

GSEs credit ration, is ambiguous depending on which of the two effects is stronger the response
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of the borrowers or credit rationing by lenders.

This is more clearly explained in Table I. Holding all else equal, borrowers in low LR areas

have lower credit quality (θ) compared to high LR areas. This would imply that for low LR

the jumbo-conforming spread is higher compared to high LR areas. Under a purely borrower

response as in Equation III.C.3, bunching should be higher in low LR ares. However, there

is also higher credit rationing by the GSEs in low LR areas. Thus, overall observed credit

rationing is the difference between the borrower response and the credit rationing by the GSEs

and hence the overall effect on bunching is ambiguous.

III.D Empirical Hypothesis

I now turn to testable implications from the model described above. For ease of exposition, I

will put some structure on the functional form of θ. For simplicity, let us also explicitly assume

that θ(X,LR) = φ(X) ∗ LR. Thus, θ(X,LR) can be decomposed into a borrower specific

component combined with other information such as macroeconomic variables φ(X); and a

regional adjustment due to differences in LR (L/H). Consider two borrowers with the same

credit quality along all dimensions (φ(X)) except that they reside in two states with different

state foreclosure laws. Holding all else equal, the overall credit quality (θ) of the borrower in

the state with high LR will be greater than the borrower in a state with low LR, given H > L.

The hypotheses below will compare borrowers given θ(L,X) < θ(H,X).

We have two sets of hypotheses. The first set of hypotheses is for the GSE (which we refer

to as the monopoly lender in the conceptual framework in Appendix A.2). The second set of

hypotheses is for the non-GSEs or private securitizers (which we refer to as the competitor

lender in Appendix A.2). As previously mentioned, though the GSEs do not lend directly to

borrowers, we will refer to the GSE pass or fail decision in the credit evaluation model as a

channel through which they can institute their pricing policies. “Screening” regimes below

also refer to the GSE perceived quality of a borrower from the credit evaluation model. In

the following sections I will refer to the GSEs “varying rates” or “lending” as a shorthand.

Similarly, the non-GSE mortgages refer to the secondary private market purchases. We also

refer to the market for the GSE-eligible loans as the conforming market and the market for the

non-GSE mortgages as the non-conforming market.

III.D.4 Mortgage rates to differentiate between pooled and risk-based regimes

Hypothesis 1: Under a risk-based pricing regime, holding borrower characteristics constant,

mortgage rates will vary across LR. Under a pooled pricing regime mortgage rates will not vary

across LR. Under a risk-based pricing regime, identical borrowers (same X) in areas with high

(low) LR areas will have lower (higher) mortgage rates since θ(L,X) < θ(H,X).

In risk-based pricing regime lenders incorporate LR into the mortgage terms. Thus, in
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risk-based pricing higher LR corresponds to lower mortgage rates. In a pooling regime (both

screening and no screening) borrowers will not incorporate LR into the mortgage terms. Thus,

in pooled pricing regimes there should be no variation across LR. Note that we test the regional

risk-based pricing versus screening and pooled pricing separately for the GSE-conforming loans

and loans purchased by the private sector.

III.D.4 Credit rationing to differentiate between screening and no screening

regimes pooling regimes

Under a pooling regime with screening for the GSE-conforming loans, lower quality borrowers

are rationed out of the conforming mortgage market. Under a pooling regime with no

screening, lower quality borrowers are not rationed out of the conforming mortgage market.

In Section III.B, I briefly described the intuition for credit rationing when the lenders who

securitize through the GSEs follow a pooled with screening pricing regime. The GSEs

simultaneously solve for a minimum credit quality of borrowers that they are willing to lend to

θ∗ and then charge a uniform pooled mortgage rate for all borrowers that pass this minimum

credit quality threshold. Given similar distribution of X in H and L, φ(XH) is less than

φ(XL). Thus, more borrowers fall below the credit quality threshold in low LR areas and

are subsequently rationed out of the conforming mortgage market. Under a pooling without

screening model, there is no credit rationing and hence no borrowers are rationed out of the

mortgage market by the GSEs.

Hypothesis 2: Given a similar distribution of borrower characteristics (X) in high and low

LR areas (H and L), borrowers in areas with low LR are rationed out of the mortgage market

under a pooling regime with screening. Under a pooling regime with no screening there is no

credit rationing in areas with low LR.

III.D.4 Interaction between the GSE-conforming and private market around CLL

using bunching analysis

To analyze the interaction between the GSEs and non-GSEs or more specifically between the

conforming and non-conforming market we explicitly look at loans close to the CLL.

Hypothesis 3a: The GSE cost of funds advantage is passed onto borrowers and we observe

a positive jumbo-conforming spread (difference in mortgage rates for loans above the CLL and

mortgage rates for loans below the CLL) for all borrowers.

Hypothesis 3b: If the GSEs-conforming mortgages exhibit pooled regional pricing and the

private markets follow a regional risk-based pricing, the jumbo-conforming spread is higher in

low LR areas compared to high LR areas for all borrowers.
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This hypothesis is necessary to establish that the mortgages rates of the conforming loans are

lower than the mortgage rates of non-conforming mortgages for all borrowers in both high and

low LR areas. This will give clear predictions for the bunching analysis below.

Hypothesis 4: Under a pooled no-screening regime for GSE-conforming mortgages (without

credit rationing), borrowers will be able to sort freely around the CLL and bunching of mortgages

will be higher for low LR areas. Under a pooled with screening regime, borrowers will not be able

to sort freely around the CLL and the net impact on observed bunching by LR is ambiguous.

Under a pooled no-screening regime of GSE-conforming mortgages, borrowers in low LR

areas face a higher jumbo-conforming spread. Thus, borrowers in low LR areas have a higher

incentive to bunch at the CLL. A pooled, no screening regime predicts no credit rationing and

borrowers can bunch freely at the CLL. Additionally, bunching will be higher for low LR areas.

Under a screening regime, borrowers in low LR areas face a higher jumbo-conforming spread.

Again, borrowers in low LR areas have a higher incentive to bunch at the CLL. However, a

pooled with screening pricing regime also predicts that borrowers below a certain credit quality

threshold will be rationed out of the conforming mortgage market. Thus, the observed bunching

around the CLL will be equal to the difference in the response of borrowers facing a jump in the

jumbo-conforming spread (increased bunching) and the low quality borrowers who are rationed

out of the conforming market (decreased bunching). The net impact on bunching is therefore

ambiguous. Thus, if the impact of credit rationing is extreme, then bunching for low quality

borrowers will be very low. If credit rationing is low, the borrower response dominates and the

net effect is higher bunching. See Table I for a summary of this hypothesis by credit quality θ.

III.D.4 Spillover Effects of the GSEs

Hypothesis 5: If the GSEs cream-skim, non-GSEs lend less to marginal borrowers in high LR

areas under the assumption that the GSEs follow a pooled screening pricing regime.

The first hypothesis follows from the fact that if the GSEs cherry-pick mortgages then the

cost of funds advantage of the GSEs implies that credit quality of borrowers left in the private

market is much lower. As a result, mortgage rates in the private market directly depend on the

number of GSE-conforming mortgages. Additionally, these effects should be stronger in high

LR areas where the number and volume of GSE-conforming mortgages is higher.22 If there is

extreme sorting (cream-skimming) or credit rationing by the GSEs, then the pool of borrowers

in high LR is of very low quality. If there is no extreme sorting (cream-skimming) or credit

rationing by the GSEs, then the pool of borrowers is similar in high and low LR areas. Thus,

credit rationing by the non-GSEs is higher for the non-marginal borrowers.23

22In Appendix ?? I explicitly show that non-GSEs credit ration too, but this is affected by GSE credit
rationing.

23Note, Fair Lending laws limit the maximum mortgage rates that the non-GSEs can charge. Thus, the
non-GSEs credit ration too.
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IV Estimation Framework and Data

In this section, I describe the empirical methodology of this paper. This section also looks at

the data used and provides validation of the cross-border MSA strategy used in my analysis.

IV.A Estimation Framework

This study uses state-level variation in LR to study the impact on lending. In this section,

I describe the empirical methodologies I use to determine the impact on mortgage terms and

lending.

IV.A.1 Cross-Border MSA Selection

The central focus of this paper is to empirically determine how state foreclosure laws affects the

GSE-conforming and private market. To empirically identify the effect of the state foreclosure

laws, I focus on the variation in state foreclosure laws that occurs at state borders. Some

states have lower LR in terms of ease of foreclosure whereas other states grant higher rights to

the lender in case of foreclosure. However, one concern with using state-level variation is that

outcomes can vary across states for reasons other than just state foreclosure laws. To overcome

this difficulty, I will focus on geographical areas — Metropolitan Statistical Areas (MSAs) —

which are economically connected but straddle state borders. To avoid the confounding effects

if the crisis, I focus on the period between 2000 to 2005.

41 MSAs in the continental United States straddle the border of two or more states. Of

these, I focus on the 38 MSAs that have differing LR index on either side of the state border.

Figure 1, Panel B shows the 38 MSAs used in our analysis. The MSAs are distributed across

the United States but there is some concentration in the Northeast.24

IV.A.1 Establishing uniformity of mortgage interest rates

As the baseline analysis, I first establish that LR is not incorporated into mortgage interest

rates controlling for borrower characteristics. The main concern is the multi-dimensional nature

of mortgage terms. Mortgage terms such as loan amount, mortgage rate, loan-to-value, debt-

to-income are all simultaneously determined.25 Additionally, all terms depend non-linearly on

each other.

To address these concerns I first use rate sheet data. Prior literature has used ex-post loan

level data to look at mortgage interest rates. Rate sheet data provide mortgage rates prior to

extensive lender screening and borrower sorting and are thus not confounded by these factors.

Ratewatch.com surveys each branch of a lender (institution) for mortgage rates of 30 year Fixed

24My baseline results hold even when all MSAs are included and the years 2006 and 2007 are included.
25Pence (2006) also looks at impact of these LR on loan size using data from the 90’s ignoring changes along

other dimensions.
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Rate Mortgages (FRM). I use the rate sheet data corresponding to the non-jumbo loans for

the GSE analysis and the rate sheet data corresponding to jumbo loans for the private market

analysis.26 The mortgage rate data from these rate sheets provide clean unbiased estimates of

the impact of LR on mortgage rates. To directly estimate the impact of LR, I run the following

regression

Mortgage Ratesb,MSA,s,t = α + β ∗ LRs + δMSA,t + ε (4)

where b is the branch in an MSA in state s at time t. LRs varies at the state level. I include

MSA-year-quarter fixed effects (δMSA,t). Thus, using the cross-border strategy, I am essentially

comparing mortgage rates within an MSA-year-quarter cell. Standard errors are clustered at

the state level, that is, the aggregation level of our variable of interest LRs.

I supplement the mortgage rate analysis by looking at ex-post loan level data. To address

concerns of non-linearity and simultaneity discussed above, I use a matching procedure to first

find comparable mortgages on either side of the state border. Traditional matching methods

such as propensity score matching and nearest neighbor matching will not work in this case

since they implicity need to account for the pricing of various mortgage terms. For example,

the propensity score matching method uses a probit or a linear probability model to assign a

propensity score to the probability of treatment or in this case being in a high LR area.

To overcome this, I use Coarsened Exact Matching (CEM) from Iacus et al. (2011a) and

Iacus et al. (2011b). In this matching procedure, I bin mortgage terms and then match

mortgages exactly within those bins. Note, the advantage of this method comes not from

the simple discretization (binning) but the fact that I do not need to reduce these binned

values to a single dimension such as a propensity score or Mahalanobis distance. This allows

us to abstract away from the way all the mortgage terms depend on one another. I exactly

match mortgages within bins of loan-to-value (LTV), credit score (FICO) and debt-to-income

(DTI) across the state-border within a particular MSA-year-quarter. One additional advantage

of this method is that it corresponds to rate sheets and how originators screen borrowers while

making the decision to loan. Thus, the matching method enables us to compare mortgage rates

separately for GSE-conforming mortgages and private market mortgages in comparable loans

across state borders (but within MSA-year-quarters) using ex-post data.

26Typically, a rate sheet will have the base mortgage rate. The mortgage rate is then adjusted depending on a
grid of FICO, LTV and DTI cutoffs. Ratewatch.com does not survey for this additional adjustment. However,
the base mortgage can be thought of as the mortgage rate holding all other borrower and loan characteristics
constant. Scharfstein and Sunderam (2015) use this data to look at how concentration of lenders in the primary
market affects transmission of monetary policy.
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IV.A.1 Direct effects of uniform pricing on credit rationing

One of the main implications of the model in Section III and Appendix A.2 is that the uniformity

of mortgage rates can impact credit rationing. Hypothesis 2 states that regional uniformity of

mortgage rates may imply credit rationing of borrowers in low LR areas. In Section V.B I turn

to analysis of the extensive margin, that is, do the GSEs credit ration. I look at both number

and volume of mortgages per housing stock.

In the first step of the analysis I look at the mortgages in the secondary mortgage market

either purchased or guaranteed by the GSEs. Similarly for credit rationing analysis of the

private market I look at the purchases by private securitizers. To round out the analysis, in

Section VI.B I also look at the total originations in the primary mortgage market.27

First, I aggregate the number of loans (or total volume of loans) to the lowest level of geo-

coding available within the time period of analysis. In the baseline analysis I aggregate to the

census tract(-state) level within each year. A census tract is within one state. To compare

aggregate credit, I normalize the aggregate number (or volume) of mortgages by size of housing

stock.28 My baseline analysis includes all borrowers. I also for different sub-samples such

as those of young borrowers (age < 45), single female borrowers, first time home-buyers and

minority borrowers

My hypothesis is that the empirically observed lack of variation in mortgage rates across

LR for GSE-conforming mortgages implies that there is credit rationing in areas with low LR

compared to high LR, thereby, leading to higher credit in high LR areas holding all else constant.

Our first set of regressions test whether total mortgage volume is higher in high LR areas.

Ln(Total No. of Mortgages/Housing Stock)cts,MSA,t = α + β ∗ LRs

+γ ∗Xcts,t + δMSA,t + ε. (5)

In the above equations the dependent variable is the logarithm of the total mortgage

purchases to the total housing stock in each of our sub-samples in MSA MSA, census tract cts in

state s at time (year) t. Note that a census tract is within a state and hence represented as cts.

LRs is our measure of LR at the state level and constant over time. I add MSA-year fixed effects

(δMSA,t) so that comparison is within a MSA-year unit. The controls included are percentage

with less than high school education, percentage Hispanic, percentage black, logarithm of

median income and unemployment rate from the Census 2000 data and Census 1990 data.

Also, all regressions are weighted by population. The coefficient β gives the percentage increase

in either total number of loans or total volume of loans per housing stock. As before, standard

errors are clustered at the state level.

27Focusing on the originations in the primary market also helps address any concerns that the analysis in this
paper does not include mortgages held by banks on their portfolio.

28Analysis using number of mortgages per capita instead of per housing stock yields similar results.
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IV.A.1 Cherry-picking by the GSEs: Regression Discontinuity Design

In this section, I motivate a regression discontinuity (RD) approach to estimate the cherry-

picking of mortgages by GSEs in high LR areas. The goal is to identify areas where the

GSE credit rationing will be particularly evident. I exploit a policy regulation that requires

that the GSEs increase their purchases to underserved groups such as borrowers in low-income

and minority neighborhoods. Focusing on these marginal borrowers implies that the GSE

credit rationing will be more pronounced in these areas. I then estimate using a regression

discontinuity design whether the GSEs increased their purchases of these borrowers particularly

in high LR areas where they have higher payoffs in case of borrower default. I will first briefly

describe the policy regulation that I exploit in my analysis and then outline the empirical

approach for estimating the direct effect of uniformity of GSE mortgage rates on cherry-picking

by the GSEs. I analyze cross-sectional data at the census tract level from 2000 to 2005 (as

before)29 using standard nonparametric regression discontinuity methods as explained in Imbens

and Lemieux (2008).

The GSEs are required to devote a percentage of their business targeted to underserved

groups. The Department of Housing and Urban Development (HUD) monitors whether the

GSEs are meeting these policy goals. A loan purchased by the GSEs can be classified as

“Underserved Areas Goal” (UAG) targeted if the property is in a census tract with median

family income less than or equal to 90 percent of the MSA median family income.30 This study

exploits the fact that the eligibility of census tracts under the UAG changes discontinuously

at this threshold of 90 percent. Census tracts with income ratios far above this threshold

(high income census tracts) are likely to be very different from census tracts far below this

threshold (low income census tracts). However, when I narrow our focus to the set of census

tracts very close to the 90 percent threshold it becomes plausible that the impact on lending

outcomes is determined by idiosyncratic factors and not by systemic differences in census tract

characteristics around the threshold. Thus, under certain conditions census tracts just above

the 90 percent threshold become good counterfactuals for census tracts just below the 90 percent

threshold.31

Comparing lending in census tracts just above the eligibility threshold to lending just

below the eligibility threshold will enable us to estimate the impact of the UAG goals on

GSE purchases. In my empirical research design, I want to examine whether the UAG goals

differentially affected GSE purchases in high LR areas compared to low LR areas. Hence, I

look at the RD estimate separately for above median LR census tracts and compare it with

29Note, I retain the panel structure for the RD analysis because UAG thresholds are determined based on
the 1990 Census median family income (MSA and census tract) for years 2000 to 2002. For 2003 to 2005 the
UAG thresholds are determined on the 2000 Census MSA median family income.

30A census tract is a much smaller geographical unit than an MSA.
31Bhutta (2012) uses a similar regression discontinuity approach to estimate the impact of the 1992 GSE Act

on GSE purchases and finds the regulation increase GSE-eligible originations.

21



below median LR census tracts. This gives me an estimate of whether the GSEs — which were

mandated to purchase loans targeted to underserved groups — cherry-picked loans in areas

with higher payoffs (high LR).

The UAG threshold is based on MSA median family income (relative to the census tract

median family income) and restricting to cross-border MSAs provides an ideal setting to analyze

cherry-picking by the GSEs. Additionally, our hypothesis is that credit rationing will bind more

for the marginal borrowers. Since the UAG targeted areas are the low-income neighborhoods,

the regression discontinuity analysis focuses on these marginal borrowers.

In order to perform the regression discontinuity analysis, it is helpful to first specify the

regression form. I then examine the plausibility of the RD identifying assumptions. I restrict

the data to a small window (also called the bandwidth) around the UAG threshold. Thus, only

census tracts in a narrow window contribute to the estimate of the discontinuity. I choose a

bandwidth of 1 percent.32 The RD analysis estimates the following regression model within a

narrow window (bandwidth) around the eligibility threshold:

yc,t = β0 + β1 ∗ Targetedc,t + β2 ∗ Targetedc,t ∗ f(spreadc,t)

+β3 ∗ (1− Targetedc,t) ∗ f(spreadc,t) +Xc,t + δMSA,t + εc,t (6)

where the dependent variable is the outcome of interest in census tract c at time t. Targetedc,t

is an indicator equal to 1 if the census tract is eligible to be classified as UAG targeted, that is,

if the tract to MSA median family income ratio is less than or equal to 90 percent. The variable

spreadc,t is the running variable and is the difference between the tract to MSA median family

income ratio and 90 percent. The analysis will examine robustness to different functional forms,

f(.) for the RD polynomial and different bandwidths. As the above equation shows, the RD

polynomial is estimated separately on either side of the RD threshold. The baseline specification

will use a quadratic polynomial. Gelman and Imbens (2014) recommend using a lower order

polynomial since higher order polynomials may lead to misleading results. The RD specification

is repeated separately for above median and below median LR areas. All specifications include

MSA-year fixed effects (δMSA,t) and baseline controls (Xc,t). Although it is not necessary to

include controls for identication, the precision of the RD estimates improves when they are

included. As before, standard errors are clustered at the state level.33

For the identification assumption to hold, it must be true that all relevant factors besides

treatment vary smoothly at the UAG eligibility threshold. Formally, let the potential outcome

if a tract is UAG eligible be y1 and the outcome if a tract is not UAG eligible be y0. The

32The results are robust to other bandwidths of 5 percent, 10 percent and to using the Imbens and
Kalyanaraman (2011) bandwidth. I choose a narrow bandwidth of 1 percent so as not to confound my estimates
with another common threshold of 80 percent used in other policy regulations such as the Community Re-
investment Act (CRA). The CRA threshold affects both mortgage lending and small business lending and is
thus not suited for my purposes.

33Results are robust to other levels of clustering.
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identification assumption requires that E[y1|spread] and E[y0|spread] are continuous at the

UAG eligibility threshold.

I assess the plausibility of the identifying assumption in Figure 3. Specifically, I examine

demographic and economic covariates of census tracts just below the 90 percent threshold

(normalized to a spread of 0 as described above) to those just above the threshold. More

formally, I examine the estimates of β1 in Equation 6 with the following dependent variables:

percentage with less than high school education, Hispanic, percentage black and unemployment

rate. This is done separately for above median LR and below median LR. In Figure 3 I plot

these RD estimates for above median LR (top half of the plot in red) and below median LR

(bottom half of the plot in blue). I find that all covariates are balanced across the UAG

threshold. As the graph shows, there is no difference in any of these covariates around the

cutoff threshold. The estimated RD coefficient is almost a precise zero for all the demographic

and economic variables in our analysis. Thus census tracts below the 90 percent threshold are

good counterfactuals for census tracts above the 90 percent threshold. This is true for both the

above LR and below median LR.34

IV.A.1 Bunching Estimates

In Section III, I showed that given a notch in the interest rate schedule, borrowers will bunch

at the conforming limit. However, if GSEs credit ration borrowers, then the observed bunching

will reflect the difference between the response of borrowers and the borrowers rationed out of

the conforming loan market. Another way of saying this is that observed bunching reflects the

borrower response of the successful borrowers who do manage to get a loan from the lender. I

now show how this resulting amount of bunching or observed bunching is estimated. This section

follows the calculations in DeFusco and Paciorek (2014), Kleven and Waseem (2013) and Chetty

et al. (2011). Note, however, my estimates will reflect the bunching response after accounting

for credit rationing by the GSEs which prior literature has not accounted for. The standard

approach is to fit a polynomial to the observed distribution of the data after excluding a region

around the bunching cutoff (the CLL in our case). The bunching estimates are then determined

based on the observed distribution relative to the counterfactual distribution determined by the

fitted polynomial.

Each loan amount in our data is measured as a percentage of the conforming loan limit.

For simplicity let the conforming loan limit be centered at zero. A value of zero represents a

loan exactly equal to the conforming loan limit. A value of 0.1 will refer to a loan 1.1 times

the conforming loan limit. I then divide the normalized loans into bins around the conforming

34In the Online Appendix I also provide estimates of the difference in means estimates of the covariates
around the RD threshold. While most covariates are balanced, UAG targeted areas have a higher percentage of
Hispanic population. Note, however, that for the RD assumptions to hold I only need that all relevant factors
besides the treatment vary smoothly around the RD cutoff.
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loan limit. Let these bins be centered at values mj with j = −J, ...L, ..., 0, ..., U, ...J and the

total count in each of these bins be given by nj.

I am interested in determining the bunching as the excess mass relative to the density around

the notch (b). To get an estimate of bunching, I first need to estimate the counterfactual loan

size distribution. The amount of bunching is then determined relative to this counterfactual

density. One difficulty in measuring the observed bunching is that noise in measuring the loan

amount35 leads to a diffuse excess mass around the conforming loan limit threshold, 0. To

measure b in the presence of such a notch, we must exclude the region around the conforming

loan limit defined by [mL,mU ] and then fit the following regressions to the count of loans in

each bin:

nj =

p∑
i=0

β0
i (mj)

i +
U∑
k=L

γ0
k1(mk = mj) + εj. (7)

The first term on the right hand side is a pth degree polynomial in loan size and the

second term is a set of dummy variables for each bin in the excluded regions [mL,mU ]. Thus

the estimate of the counterfactual distribution is determined by the predicted values of this

regression after omitting the effect of the dummies in the excluded region. Thus, letting n̂j

denote the estimated counterfactual number of loans in each bin j, we can then write

n̂j =

p∑
i=0

β̂0
i (mj)

i. (8)

The initial estimate of the observed bunching is then estimated as the difference between

the observed and counterfactual bin counts in the excluded region to the left of the conforming

loan limit (centered on 0)

b̂0
n =

0∑
j=L

(nj − n̂0
j) =

0∑
j=L

γ̂0
j (9)

while the amount of missing mass due to bunching is then given by b̂0
n =

∑U
j>0(nj − n̂j) =∑U

j>0 γ̂j

This calculation, however, overestimates b̂0
n because it does not account for the additional

mass from the right of the threshold, that is, it does not satisfy the constraint that the area

under the counterfactual must equal the area under the empirical distribution.36 To account

for this problem, the counterfactual distribution is shifted upward to the right of the threshold

35For example, for the GSE single-family FRM data, the loan amount is rounded to the nearest thousand.
36The technical issue that arises here is in determining [mL,mU ]. In the case of notched interest rate schedule

(as opposed to kinks) there is a diffuse mass above the notch which makes it difficult to visually determine the
excluded regions. Hence, I use the structure imposed in Chetty et al. (2011) and Kleven (Forthcoming) and
follow an iterative procedure that ensures bunching mass equals missing mass.
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until it satisfies the integration constraint. The counterfactual distribution is then defined as

nj = βi(mj)
i as the fitted values from the regression:

nj(1 + 1[j >= U ]
b̂n∑inf
j=U

) =

p∑
i=0

βi(mj)
i +

U∑
k=L

βi(mj)
iγk1(mk = mj) + εj (10)

while the amount of missing mass due to bunching is then given by b̂n =
∑U

j>0(nj − n̂j) =∑U
j>0 γ̂j

Finally, I define the empirical excess mass around the notch relative to the average

counterfactual density earnings distribution between [mL,mU ] as:

b̂ =
b̂b∑U

L n̂j/(U − L+ 1)
(11)

In the bunching analysis, I use a 5th order polynomial to determine the counterfactual

distribution. In my analysis I determine the bunching estimates in Equation 11 for above

median LR and below median LR separately. I use 1 percent bins around the CLL. The

iterative procedure ensures that the difference between the excluded region [mL,mU ] so chosen

minimizes the excess mass below the notch and the missing mass above the notch. I next turn

to the empirical analysis.

IV.B Data

I use four main data sources described in the Online Appendix. Here I briefly describe the data

sources and the variables used. For the full data construction details, please see the Online

Appendix. I restrict my analysis to the period between 2000 to 2005 to avoid the confounding

effects of the crisis.37

First, I have access to unique rate sheet data from RateWatch.com which provides mortgage

rates at the monthly level. Prior literature has used ex-post loan level information to analyze

mortgage rates. However, ex-post data are confounded by the effects of massive lender screening

and borrower sorting. The rate sheet data are not confounded by these factors and give an

unbiased estimate of the impact of LR.

For credit rationing, I use the Department of Housing and Urban Development (HUD) data

on mortgages purchased by the GSEs. I use this dataset rather than the more widely used

Home Mortgage Disclosure Act (HMDA) data for the GSEs since HMDA underestimates the

amount of loans purchased by the GSEs in a given year. Additionally, since my analysis focuses

on the 38 MSAs that cross state borders, I need good geo-coding of data. Hence my baseline

analysis focuses on the HUD data. In the Online Appendix I replicate my results using the

37The baseline results remain the same when I include 2006 and 2007.
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other datasets described below and the qualitative results remain the same. The HUD data

has geo-coding at the census tract level. Census tract data for the years 2000 to 2002 is based

on the 1990 Census delineations and for the years 2003 to 2005 is based on the 2000 Census.

To supplement the rate sheet data, I also look at ex-post loan level data provided by Fannie

Mae and Freddie Mac on single-family 30-year Fixed Rate Mortgages (FRM). This provides

good information on contract terms such as mortgage rate, loan-to-value (LTV) and debt-to-

income (DTI). However, this has limited geocoding at only the MSA and 3-digit zipcode level

and hence is unsuited for the credit rationing analysis. However, the detail on the contract

terms make it ideally suited for ex-post mortgage rate analysis.

For the analysis of the non-GSEs or private securitizers, I use data from ABSnet Letwan.

For non-jumbo, non-GSE data I construct a set comparable to the GSE data by restricting to

30-year FRMs with FICO greater than 620 and LTV less than 1.00 and restricting to the loans

below the conforming loan limit. For the jumbo non-GSE data, I restrict my analysis to 30 year

fixed rate mortgages with FICO greater than 620 and loan amount above the conforming loan

limit (jumbo) and less than 2 times the conforming loan limit. To ensure that I am comparing

the same set of locations and time periods, I restrict my analysis to MSA-year-quarter cells for

which both GSE and ABSnet data exist.

For the control variables percentage Hispanic, percentage black, log(median income),

unemployment rate and housing stock, I use data from the 2000 Census and 1990 Census

based on the delineations in the HUD data. Appendix A1 lists the data and variables used

from the different sources.

The choice of datasets in the main analysis is based on the level of geocoding for the credit

rationing analysis and on the detail of the contract terms for the loan level analysis.38

IV.B.2 State foreclosure laws and the Lender Rights index

To test whether regional differences in lender rights are incorporated into mortgage terms by

the GSEs, I use state-level variation in foreclosure laws. I focus on three specific types of

foreclosure law: judicial foreclosure laws, deficiency judgement laws (or recourse) and state

redemption laws. See Appendix A.1 for detail on how the index os constructed. Here I briefly

describe the main components of the index.

I look at a number of different sources to classify the foreclosure laws. For the classification

of states as judicial or non-judicial, I follow Gerardi et al. (2013). I use Ghent and Kudlyak

(2011) for the classification of states as recourse or non-recourse. For the classification of states

as fair-market-value or for equity right of redemption, I follow Rao and Walsh (2009).

In judicial foreclosure states, a lender needs to go to court to foreclose on a property. This

implies lower creditor rights compared to non-judicial foreclosure states, where the lender does

38Baseline results remain the same when I use the different datasets. Results are available in the Online
Appendix.
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not need to go to court to start foreclosure proceedings. The right to redeem enables a borrower

to redeem or make whole the amount due, even after the foreclosure process has started. The

time allowed to redeem varies from state to state, however, ranging from a mere 10 days to a

full year.

Lastly, I also look at whether a state allows deficiency judgement (also called recourse). In

non-recourse states, the lender only has access to the property securing the loan. In recourse

states, borrowers can also access borrower wages and personal property. Additionally, I make

one more distinction within recourse states which the previous literature has ignored. In fair

market value states, the amount a lender can access is limited by the fair market value of

the property. Thus, after foreclosure, the amount that can be pursued in case of a deficiency

judgment is given by the shortfall between the debt and the fair value of the property. In

non-fair-market-value states, on the other hand, the amount that can be pursued in case of a

deficiency judgment is given by the shortfall between the debt and the foreclosure sale price

of the property, which tends to be lower than the fair market value of the property. Thus, in

non-fair-market-value states the lender can sell the property at a depressed foreclosure price

and thus can claim a greater deficiency judgment. Another complication is that the statute of

limitations varies from state to state. For the 11 states with the lowest statute of limitations,

I down-weight the amount of recourse available to the lender.

I assign a value of between 1 to 3 for each mortgage law described above with higher values

corresponding to higher lender rights. Adding these values I then create a simple index called

the “lender rights index” or the LR index. I standardize this and use this continuous measure in

my analysis. See Appendix A.1 for details on how the lender rights index is calculated. Lastly,

I retain the 38 cross-border MSAs which differ in the LR index across state borders. The MSAs

retained are shown in Figure 1

IV.B.2 Summary Statistics and Covariate Balance

Table II shows the summary statistics of the variables used in our analysis. The LR index

which we use as our main source of variation has been z-scored. The LR index ranges from

-1.73 to 2.58. LR value of 0 corresponds to the median LR and a 1 SD higher LR corresponds

LR value of 1.

Average mortgage interest rates in the rate sheet data is 6.62. This is slightly higher

compared to the GSE 30 year FRM loan-level data which has an average mortgage rate of

6.46 with average FICO score of 715. Our non-GSE data for 30 year FRM from private label

securities is even higher at 6.96 reflecting the slightly riskier borrowers with average FICO of

706 (lower credit score). Debt-to-income of the GSE data is also much higher at 34 compared

to the non-GSEs at 9.39 Average loan size is also slightly larger for the non-GSEs ($250,015)

39ABSnet has many missing values for debt-to-income. In the matching exercise that we will see later, I
match on the missing value. Baseline results remain the same even if we exclude these values.
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compared to the GSEs ($166,727).

Turning to the HUD data which we use for our census tract analysis, we see that a census

tract had 120 loans on average with only 12 loans made to minority borrowers, 13 to first-time

home buyers and 29 to single-female borrowers.

I next provide validation for using the cross-border MSA strategy. In Table III I regress

each of the covariates we use in our analysis against LR index. Each regression includes MSA

fixed effects and is clustered at the state level. We see that the variables high school education,

percentage Hispanic, percentage black, percentage with less than high school education and

unemployment are not statistically different for high LR areas. The coefficient on logarithm

of median income while slightly higher is still statistically insignificant. The regression

discontinuity design exploits variation in neighborhood level income and will thus address any

concerns of potential bias arising from a sightly higher income of the high LR census tracts.

V GSE-conforming market, Mortgage Rates and Credit

Rationing

I now turn to the empirical analysis of the GSE-conforming mortgage market. First, I test

the how mortgage rates vary across LR. The goal is to see whether there is regional variation

in mortgage rates of GSE-conforming mortgages. Second, I test whether this uniformity of

mortgage rates is reflected on the extensive margin of credit.

V.A Mortgage Rates Across LR

Table IV shows the results of our analysis. All columns include MSA-year-quarter fixed effects.

All regressions are clustered at the state level. As a first step, I compare mortgage rates within

the MSA-year-quarter using the unique rate sheets data. This ex-ante mortgage rates data is

not confounded by lender screening and borrower sorting, so it gives us unbiased estimates of

the differences in mortgage rates across areas with different LR. In Column 1, I show the results

of the regression of mortgage rates on LR using the rate sheet data from RateWatch.com. I

find that mortgage rates do not vary by LR – the point estimate is almost a precise zero.

I supplement the analysis by looking at ex-post loan level data on mortgage rates. Using

a simple OLS regression I find that mortgage rates do not vary across LR. Additionally, I do

not find evidence that lenders are adjusting on non-rate terms either in the level of down-

payment/LTV (column 4) or in the debt-to-income ratios (column 3). The problem with

using ex-post loan level data is that all mortgage terms can vary simultaneously and these

terms depend on each other non-linearly. To overcome this simultaneity and non-linearity of

mortgage terms, I use Coarsened Exact Matching (CEM) from Iacus et al. (2011a) as described

in Section IV.A. I match along DTI, LTV and FICO bins in a particular MSA with differing LR
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variable on either side of the MSA. These cutoffs correspond to rate sheets and how originators

screen borrowers and provide loans. I use Coarsened Exact Matching (CEM) to find comparable

mortgages in areas with high and low creditor rights to address non-linearity. I match along

DTI (bins with cutoffs 20, 40), LTV (bins with cutoffs 70, 75, 80, 85, 90 and 95) and FICO

(cutoffs at 620, 660 and 720) in a particular MSA-year-quarter cell with differing LR measure

on either side of the state border. In the baseline analysis, I only retain the important cutoffs

in the matching procedure and analyze the outcome variable mortgage rates. The trade-off of

including more bins is that while we find a better matched sample, the sample size reduces

considerably. Controlling for FICO and LTV in Column 5 shows that mortgage rates are only

marginally statistically significant (only 1.6 basis point) lower in high lender right areas. That

the matched procedure results in lower mortgage rates shows that the lack of variation in

mortgage rates is accounted for along other dimensions, namely FICO and LTV, though this

is not economically (or even statistically) meaningful. Next we turn to the analysis on credit

rationing by the GSEs.

Additionally, in columns 3 and 4, I test for non-rate rationing as suggested by Duca and

Rosenthal (1994). Duca and Rosenthal (1994) suggest that lenders can use non-rate rationing,

that is, even if mortgage rates do not vary other terms such as debt-to-income or down payment

(LTV) can be adjusted. Column 3 and 4 suggests that this is not the case. Similar to our findings

for mortgage rates, LTV and DTI do not vary across LR.

V.B Credit Rationing across LR

Now I turn to analysis of the extensive margin, that is, does the regional uniformity of mortgage

rates of GSE-conforming mortgages imply an adjustment on the extensive margin?

In Table V, I test whether the GSEs (through their secondary market activity) took into

account the regional variation in LR. First, I look at the impact on aggregate volume and

aggregate number of GSE-conforming mortgages at the census tract level. I use panel data

from 2000 to 2005 and normalize by housing stock. In panel A, I look at the number of GSE-

conforming loans per housing stock. I find that total number of GSE-conforming loans per

housing stock was higher by 17 percent in areas with 1 SD higher LR. However, this effect is

only marginally significant. In columns 2–5 I focus on the more credit-constrained borrowers

and find that the effects are much stronger when we restrict to these borrowers. The number of

GSE-conforming mortgages is almost 22 percent higher for minority borrowers when LR is 1 SD

higher. Additionally, effects are much stronger for younger, single-female and first time home

buyers. These results are consistent with the GSEs pooling mortgages and credit rationing all

borrowers who do not meet a minimum credit quality threshold. The minimum credit quality

threshold does not bind for the relatively less risky borrowers (column 1) but does bind for

the riskier or more credit-constrained borrowers (columns 2–5). The results are very similar
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when we look at total volume of GSE-conforming mortgages. We hypothesized using a credit

rationing argument that the empirically observed lack of regional variation in mortgage interest

rates should be reflected on the extensive margin, that is, in the aggregate GSE activity in the

secondary mortgage market. This is what we observe in Table V. Additionally, the results are

stronger for more credit-constrained borrowers. We next turn to an RD analysis to explicitly

answer the question: were the GSEs cherry-picking mortgages in high LR areas?

V.C Cherry-picking by the GSEs using an RD Design

I now turn to an RD framework to assess cherry picking by the GSEs. In Section IV.A.1

I established the plausibility of the identifying assumption. I found that all relevant factors

besides the treatment varied smoothly across the UAG threshold.

Remember, a census tract is classified as UAG targeted under the housing goals if the

property (securing a mortgage) is in a census tract with median family income less than or

equal to 90 percent of the MSA median family income. I defined spread as the difference of

this ratio of census tract with median family income to MSA median family income and 90

percent. A spread of 0 corresponds to a census tract whose median family income is 90 percent

of the median family income of the MSA. A negative spread corresponds to a census tract whose

median family income is below 90 percent of the median family income of the MSA and is thus

UAG targeted. A positive spread corresponds to a census tract whose median family income is

above 90 percent of the median family income of the MSA and is thus not UAG targeted.

The four panels in Figure 4 graphically analyzes the relationship between GSE activity and

UAG goals separately for above and below median LR against the spread. Negative spreads

indicate that the census tracts are UAG targeted. Each point represents the average value

of the outcome in spread bins of width 0.001. The solid line plots predicted values from a

local linear regression, with separate spread trends estimated on either side of the UAG cutoff

(spread of 0) and includes MSA-year fixed effects and control variables. The dashed lines show

95% confidence intervals with standard errors clustered at the state level. I use a bandwidth

of 1 percent.40 In Panel A, I restrict to census tracts above the median LR and in panel B I

restrict to census tracts below the median LR. The dependent variable in Panel A (plot(a)) is

the average of the dependent variable — the logarithm of the number of loans to housing stock

— in spread bins of width 0.001 in high LR areas. The number of GSE-conforming loans per

housing stock is significantly higher in UAG targeted areas for high LR areas. The dependent

variable in Panel A (plot(b)) is the average of the dependent variable — the logarithm of the

volume of loans to housing stock — in spread bins of width 0.001 in high LR areas. The volume

of GSE-conforming loans per housing stock is significantly higher in UAG targeted areas for

high LR areas. Next, Panel B examines the impact of UAG classification in below median LR.

40Results are similar with bandwidths of 5 percent, 10 percent and to using the Imbens and Kalyanaraman
(2011) bandwidth. See the Online Appendix
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As before, the dependent variable in Panel B (plot(c)) is the average of the dependent variable

— the logarithm of the number of loans to housing stock — in spread bins of width 0.001 in low

LR areas. The number of GSE-conforming loans per housing stock is not statistically different

from zero in UAG targeted areas for low LR areas. The dependent variable in Panel B (plot(d))

is the average of the dependent variable — the logarithm of the volume of loans to housing

stock — in spread bins of width 0.001. The volume of GSE-conforming loans per housing stock

is again not statistically different from zero in UAG targeted areas for low LR areas.41

Table VI examines this more formally with RD specification given by Equation 6 and

estimates the magnitudes and standard errors of the discontinuities plotted in Figure 4.

As before, all regressions include MSA-year fixed effects and include the control variables

percentage with less than high school education, Hispanic, percentage black and unemployment

rate. The dependent variable in columns 1–2 in Panel A is the logarithm of number of loans to

housing stock. The dependent variable in columns 3–4 in Panel A is the logarithm of volume

of GSE-conforming loans to housing stock. Column 1 and 3 show that the RD coefficients for

the above median LR areas and columns 2 and 4 show the results for the below median LR

areas. We see that the total number of loans is higher in UAG targeted areas as shown by the

RD coefficient for the high LR areas in column 1. “Targeted” refers to the discontinuity at

the RD threshold with a value of 1 for “Targeted” corresponding to census tracts below the 90

percent tract to MSA median family income. The number of loans per housing stock is almost

55 (β1=-0.55, s.e.= 0.15 )42 percent higher for high LR areas. In contrast, for the low LR census

tracts, the RD coefficient is not statistically different from zero (β1=-0.453, s.e.=0.328). Thus,

the GSEs satisfied the UAG goals by cherry-picking mortgages in areas with high LR where

lender payoffs are higher in case of borrower default. The total volume of GSE-conforming

loans per housing stock is consistent with this result and the point estimates are of similar

magnitude and significance. Total volume of GSE-conforming loans per housing stock is 53

percent (s.e.=13) higher in high LR areas but not significantly different from zero in low LR

areas (β1=-0.453, s.e.=0.328) consistent with our hypothesis that the GSEs were cherry-picking

mortgages in high LR areas.

Although the RD estimates for the low LR areas are not significantly different from zero

in low LR areas, the point estimates are negative and large. One hypothesis may be that the

GSEs were shifting their activity from low LR areas to high LR areas. To test this hypothesis

I run a difference-in-difference specification by restricting to UAG targeted areas in Panel B

column 1. I use the same set of census tracts corresponding to bandwidth of 1 percent in

41The non-linearity of the fitted polynomials (to the left of spread of 0 or in the UAG targeted areas) far
away from the RD cutoff for high LR areas may suggest there is some shifting GSE activity around the RD
cutoff. Additionally, the negative (though insignificant) drop in GSE activity for the UAG areas may point to
the same hypothesis. I examine this below and do not find a mere shifting of GSEs activity from low LR to
high LR. Note, however, in the RD context I am interested in the discontinuity at the RD cutoff.

42Note, the dependent variable is in logarithm and hence I explicitly express in percentage terms as it is easier
to interpret. That is, β1=0.55 corresponds to 55 percent increase in number of loans per housing stock.
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Panel A, Table VI. However, I now subset to UAG targeted in columns 1 and 3 in Panel B

and to non-UAG targeted in columns 2 and 4.43 I find that contrary to a shifting hypothesis,

the GSEs increase their activity in high LR areas in the UAG targeted areas (column 1), but

did not decrease their activity in the non-UAG targeted census tracts (for low LR areas). In

“Targeted” (UAG-eligible) census tracts a 1 SD higher LR index corresponded to 18 percent

higher number of GSE-conforming loans per housing stock. For “Not-Targeted” (not UAG-

eligible) census tracts a 1 SD higher LR index did not result in statistically significant increase

in number of GSE-conforming loans (coeff= 0.12, s.e.=0.08) as shown in column 2, Panel B.

Similarly, a 1 SD higher LR index corresponds to an increase in volume of GSE-conforming

loans per housing stock for both the “Targeted” (β1=0.242, s.e.=0.118) and “Not-Targeted”

(β1=0.138, s.e.=0.071). Thus, this confirms that the discontinuous jump in RD estimates is

being driven by the “Targeted” areas and is not a mere shifting of GSE activity from low LR

to high LR areas within an MSA.

Figure 5 examines the heterogeneity of the RD estimates when I restrict to marginal

borrowers. Plot(a) examines the RD discontinuity for above median LR census tracts where the

dependent variable is each of the marginal group of borrowers I examined in Table V. The RD

estimates repeat the specification in Equation 6 by subsetting to young borrowers (defined as

borrowers with age less than 45), single female borrowers, first time home-buyers and minority

borrowers. Figure 5 also shows the point estimates from Panel A (column 1, 2) in Table VI

designated as “All” on the vertical axis. The grey lines show the 95% confidence intervals with

standard errors clustered at the state level. As before, the point estimates correspond to the

coefficient on “Targeted” in Equation 6 and refers to the discontinuity at the RD threshold with

a value of 1 corresponds to census tracts below the 90 percent tract to MSA median family

income. The top half of Plot(a), Figure 5 shows that GSE purchases marked discontinuity in

high LR areas for young borrowers and single female borrowers. That is, the GSE purchases

increased discontinuously in high LR areas for these marginal borrowers. Estimates on first-

time home buyers and minority borrowers is noisy (but still positive).44 In contrast, the RD

estimates at the UAG threshold for the below median income census tracts is not significantly

different from zero when I subset to young borrowers, first time home-buyers and minority

43In other words, the census tracts included in columns 1 and 3 in Panel B, Table VI correspond to the same
census tracts to the left of 0 (negative spread) in the plots (a) and (c) in Figure 4. Columns 2 and 4 in Panel
B, Table VI correspond to the same census tracts to the right of 0 (positive spread) in the plots (a) and (c) in
Figure 4.

44The point estimates, however, are lower for the marginal borrowers than for all borrowers (corresponding
to “All” on the vertical axis). This is in contrast to Table V where the point estimates were slightly higher for
minorities. In the RD design when I restrict to marginal borrowers, there are two margins of adjustment. First,
moving from above the RD cutoff to below the RD cutoff implies we are moving to low income census tracts.
Second, I subset to either young borrowers/single female borrowers/first time home-buyers/minority borrowers.
The lower point estimates are being driven by these two margins of adjustment and consistent with the idea
that the GSEs were cherry-picking mortgages in high LR areas.
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borrowers.45 Thus, for young borrowers, first time home-buyers and minority borrowers the

GSEs did not increase their purchases in the low LR areas to satisfy their UAG goals under the

“GSE Act”. Overall these results are consistent with cherry-picking of mortgages by the GSEs.

Thus, I show that uniformity of mortgage rates of GSE-conforming loans has the unintended

consequence of rationing the marginal borrowers out of the mortgage market as indicated by

the insignificant impact of UAG goals in low LR areas. Prior literature has also alluded to this

cherry-picking of mortgages by the GSEs (Jaffee (2010), Thomas and Order (2011) and Jaffee

and Quigley (2007)). My results also shed light on prior literature on the housing goals which

has found only small effects of these goals on mortgage lending (Bhutta (2012), Bostic and

Gabriel (2006)). I highlight the significant heterogeneity in the impact of these goals across

geographies which the prior literature has missed. Strikingly, the mandate to unify geographic

distribution of mortgage funding through the underserved areas goals combined with regional

uniformity of mortgages inadvertently results in these very underserved borrowers being denied

access to the conforming mortgage market.

This paper is most closely related to a recent paper by Hurst et al. (2015). Hurst et al.

(2015) relate regional variation in predictable default risk to mortgage rates of GSE-conforming

loans. Their analysis specifically focuses on the redistribution across regions through the US

mortgage market. I add to the Hurst et al. (2015) results by showing that while the regional

redistribution does occur for high credit-quality borrowers who obtain a loan, the GSE undoes

some of the inefficiency arising from borrowers self-selecting in certain regions by restricting

access to GSE-conforming loans for the low credit-quality borrowers.

I next turn to examine the spillover effects of GSE credit rationing on the non-GSEs.

VI Interaction between the GSE-conforming and Pri-

vate Markets

In this section I turn to the interaction between the GSE-conforming and private markets.

First, I analyze the interaction between the GSE-conforming and the private market around

the regulatory cutoff CLL. Second, I explicitly look at the spillover in the private mortgage

market and the complexity of contract terms in the private mortgage market and examine all

jumbo and non-jumbo loans in the private market.

VI.A Bunching Analysis

In this section, I look at the interaction between the GSE-conforming and private market. The

identification strategy in this section exploits the discrete jump in mortgage rates created by

45Similarly, for single female borrowers (Figure 5in low LR areas, however, the RD estimate is even significantly
negative. I addressed the shifting hypothesis above.
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the CLL. The discontinuity in mortgage rates creates a “notch” in the interest rate schedule.

I empirically establish the link between changes in interest rate and the extent to which loans

bunch at the CLL. I then establish how this bunching varies for high LR and low LR areas. I

focus on the bunching that occurs at the CLL to infer whether GSEs are credit rationing.

VI.A.1 Mortgage rates and sorting across the CLL

First, I establish how much mortgage rates change across the CLL in high and low LR areas.

The goal is to first establish whether the GSE comparative advantage is passed onto borrowers

in the form of lower mortgage rates. Figure 6, panel (a) plots the mortgage interest rates

against the distance from the CLL. The horizontal axis represents the ratio of the loan amount

to CLL minus one. Data for loans above the CLL is the non-GSE data from ABSnet for

the same period. Data for loans below the CLL is the GSE data from the publicly available

30–year FRM single–family mortgage data provided by Fannie Mae and Freddie Mac. Each

point represents the average value of the outcome (mortgage interest rate) in the 5% interval.

The solid line plots the predicted values with separate quadratic distance from CLL trends on

either side of the CLL. The dashed lines show the 95 percent confidence intervals. The plots

use cross-border MSAs and include MSA-year-quarter fixed effects. The plots correspond to

bandwidths of 30 percent around the cutoff. These figures are analogous to the figure in the RD

analysis. However, we will later see that there is extreme sorting around the CLL and hence

all the RD identification assumptions fail. Thus, we cannot interpret these differences as RD

estimates. Additionally, since borrowers can choose loan size, they can freely sort around the

CLL cutoff and the RD assumptions of being as good as randomly assigned around the CLL

does not hold. Instead these plots should be interpreted as the amount of sorting that occurs

at the CLL.

We see that for loans below the CLL — that is, those corresponding to GSE mortgages —

mortgage rates are the same in both high and low LR areas. For loans above the CLL — that is,

those corresponding to non-GSE mortgages — mortgage rates in high LR areas are significantly

lower than mortgage rates in low LR areas. Note, in these graphs only the MSA-year-quarter

fixed effects have been taken into account. Mortgage rates (Figure 6, panel(a)) for loans above

the CLL are significantly higher than mortgage rates for loans below the CLL. This reflects the

jumbo-conforming mortgage rate spread. In Panel (b) I also control for FICO, LTV and DTI

and the results remain unchanged.

We now turn to examine this jump up in mortgage rates more formally. As a first step we

wish to estimate the difference in mortgage rates at the CLL in both high LR areas and low LR

areas. Looking at mortgage rates close to the bunching boundary, however, will be confounded

by other borrower characteristics changing simultaneously at the CLL boundary. Thus, we use

the same Coarsened Exact Matching procedure that we employed in Section V.B. Table VIII

shows the results of this analysis. We match mortgage loans close to the CLL cutoff. We restrict
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our analysis to the 10 percent band around the CLL cutoff. Then similar to the analysis in

Table IV we match mortgages bins across the CLL cutoff based on different bins in a given

MSA in a given year-quarter. As before, for CEM I match mortgages exactly based on different

bins in a given MSA-year-quarter. I use loan-to-value (LTV) bins with cutoffs 70, 75, 80, 85, 90

and 95,; credit score (FICO) bins with cutoffs of 620, 660 and 720; and debt-to-income (DTI)

bins with cutoffs 20 and 40. We see that the unadjusted jumbo-conforming loan spread —

controlling for MSA-year-quarter fixed effects — in high LR areas (column 1) is 38 basis points.

However, when we use the CEM procedure and control for FICO, LTV and DTI we find that

the jumbo-conforming loan spread reduces to 24 basis points. Similarly, the unadjusted jumbo-

conforming loan spread in low LR areas (column 3) in 51 basis points. Using the CEM matched

sample reduces the jumbo-conforming loan spread to 40 basis points. This establishes the first

step in our analysis of the interaction between GSE and private market. The GSE-conforming

loans enjoy lower mortgage rates compared to the private market mortgages and are thus are

able to dominate the market in which they compete (loans below the CLL).

VI.A.1 Bunching Estimates

We now turn to the bunching analysis. Figure 7, Panel A shows both the observed empirical

distribution and the counterfactual distribution estimated from the bunching procedure using

the 30 year fixed FRM loans. Panel A shows bunching of borrowers in areas with above

median LR. Panel B shows bunching of borrowers in areas with below median LR. The x-axis

represents the loan size expressed as the ratio of the loan amount to CLL in percentage. Thus,

100 on the horizontal axis corresponds to the CLL. 101 represents loans of size equal to 1.1

times the CLL. The vertical axis corresponds to the number of loans in each bin. Each dot

corresponds to number of loans in the 1 percent bins around the CLL (100). The plots show

loans between 70 percent to 130 percent of the CLL. The figure shows the actual distribution of

loans (in blue dots) and the counterfactual distribution (smooth red line). The counterfactual

loan distribution fits a 5th order polynomial to the loan distribution excluding a region around

the CLL. The region for exclusion is obtained using the methodology described in Section IV.A.

The empirical distribution denoted by the dotted blue line exhibits sharp bunching at the

CLL at 100. The solid red line is the fitted 5th degree polynomial showing the empirical

counterfactual distribution. We see that for both high and low LR areas, there is sharp bunching

at the CLL. The bunching estimate is based on the amount of loans in the empirical distribution

relative to the smoothed counterfactual distribution. This estimate can be thought of as the

summary measure of the relative amount of bunching that occurs at the CLL.

We saw in Table VIII that the jumbo-conforming spread was 24 basis points higher in high

LR and 40 basis points higher in low LR. This is consistent with our hypothesis that since lender

payoffs are lower in low LR areas (see Table I), the jumbo-conforming spread should be higher

in low LR areas. We also hypothesized that a purely borrower response would imply bunching
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should be higher in low LR areas as borrowers face a higher notch in their budget constraint.

However, in the presence of credit rationing by the GSEs, the lower quality borrowers get

rationed out of the mortgage market and observed bunching (corresponding to the empirical

distribution) should be lower. Figure 7 examines this hypothesis. Panel (a) in Figure 7 shows

that areas with high LR had a higher amount of bunching at the CLL with a bunching estimate

of 7.36 (s.e.=2.3) compared to a bunching estimate of 6.34 (s.e.=2.08) for low LR areas. This is

inconsistent with a purely borrower response but consistent with credit rationing of the lowest

quality borrowers by the GSEs.

Next, I supplement our analysis by examining heterogeneity across borrowers. In Figure 7, I

look at two sets of borrowers, the low-risk (or unconstrained) and the high-risk (or constrained)

borrowers. I define low-risk borrowers as those with credit scores (FICO) above 720 and

with loan-to-value (LTV) below 80. The remaining are classified as (relatively) high-risk. We

hypothesized credit rationing by the GSEs should bind more for credit-constrained or marginal

borrowers. Indeed, bunching estimates for the more pronounced for the credit constrained

borrowers. For credit constrained borrowers the bunching estimate is higher at 9.185 (s.e.=4.09)

for high LR areas compared to 7.71 (s.e.=2.65) for low LR areas. In contrast, for the less credit

constrained borrowers the bunching estimates are very similar with a bunching estimate of 7.92

(s.e.=2.55) for high LR areas and 7.94 (s.e.=2.39) for low LR areas. These results parallel our

analysis in Table V where we found that the minimum credit quality threshold above which

the GSEs are willing to lend binds only for the low credit quality borrowers.

VI.B Spillovers in the non-GSE mortgage market

In the previous section we saw the strong spillover effects of credit rationing of GSE-conforming

loans around the CLL. We now turn to look explicitly at the spillover effects of a uniform pricing

policy of the GSEs and how the subsequent credit rationing by the GSEs distorts the private

market. In Table IX, Panel A, I look at credit rationing by the private market. Since in the

period of analysis the private market was increasing its market share, one could argue that

the credit rationing effects of the GSE-conforming loans were not as stark since the private

market purchased these rationed-out loans. I do find some evidence of this. However, marginal

borrowers still get rationed out.46 47

46I only focus on the minority and single-family borrowers for private securitizers. The data for private
securitizers comes from a different dataset (HMDA) which does not provide information on first time home-
buyers and age of borrowers. The GSE data is based on a different data source (HUD data). See
Appendixapp:data and the Online Appendix for details.

47See recent literature which has also used the CLL as an exogenous source of variation (Loutskina and
Strahan (2009), Loutskina and Strahan (2009), Fuster and Vickery (2014) and Adelino et al. (2014)).
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VI.B.2 Complexity of loans

Amromin et al. (2013) and Maggio et al. (2010) point to the supply of complex mortgages

— such as Interest Only (IO) loans and Negative Amortization (NEGAM) loans – as a

reason for the rise in risky lending during the pre-crisis period. I explicitly analyze what

the GSE credit rationing meant for borrowers in low LR areas. In Figure 9, Panel A, I look

at the percentage of complex mortgages and ARMs as a percentage of the total mortgages

(IO/NEGAM/ARM/FRMs). As in the previous section I restrict to loans between 70 percent

and 130 percent of the CLL. I find that for loans below the CLL, the percentage of complex

mortgages is higher for low LR areas compared to the high LR areas. Thus, borrowers in

low LR areas credit rationed by the GSEs were able to access credit from the non-GSEs but

of (arguably) risky quality. In contrast, for loans above the CLL, high LR areas had higher

percentage of complex mortgages and ARMs. Figure 9, Panel B, shows that when we restrict to

non-GSE mortgages, the high LR areas have higher ARMs/complex mortgages. The graphical

analysis seems to suggest that despite the fact that the private market did take the higher

payoffs in low lender rights areas into account (Panel b), but the low LR borrowers rationed

out of the GSE-conforming market accessed the private securitizers who then pushed them into

ARMs and complex mortgages.48

In Table IX I analyze this more formally. Column 1 looks at whether a loan was more likely

to be purchased by the GSEs in the non-jumbo conforming market.49 The dependent variable

in column 1 is an indicator equal to 1 if a loan is purchased by the GSEs. In column 1, I look

at all loans (FRM/IO/NEGAM/ARM) between 70 percent to the CLL and test whether a loan

was more likely to be purchased by the GSEs. Column 1 shows that there was a 1.5 percent

higher probability that loans in high lender rights were more likely to be purchased by the

GSEs. Additionally, they were 11 percent more likely to have a FICO above 720. Additionally,

GSE puehcases they were 12 percent more likely to have a debt-to-income below 36 (which can

be considered less risky). In column 2, I interact this term with the LR index and find that

in high LR areas, GSE purchases were 20 percent less likely to have a FICO above 720 and

2 percent less likely to have DTI below 36. In other words, in exactly the low LR areas, the

non-GSEs had higher purchases. The lower quality of loans of the non-GSEs (seen in column

1), especially so for the high LR areas (seen in column 2) points to the distortion of the market

(with lower quality loans) in the non-GSE market possibly due to the GSEs’ funding advantage.

Next, I turn to whether the non-GSEs pushed borrowers rationed out of the mortgage market

into riskier loans. When I turn to the analysis of the non-GSE loans in columnc 3–4, I find

that the non-GSEs do take the higher payoffs in high lender rights into account. I find that

48Arguably ARMs need not be strictly considered risky, but have been included here for the sake of
completeness (Amromin et al. (2013)).

49In the previous section, we looked at the interaction of the GSEs with the jumbo non-GSE market. In
columns 1 and 2, I focus on the interaction between the GSE and non-GSEs in the non-jumbo market.
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mortgages were 3 percent more likely to be ARMs (relative to FRM) and 4 percent more likely

to be complex mortgages (relative to FRM) in high LR areas. Additionally, relative to a (non-

GSE) FRM, ARMs were less likely to have FICOs above 720. Relative to a (non-GSE) FRM

complex mortgages were less likely to have FICOs above 720.

Potentially, these results shed new light on the recent literature on the change in lending

behavior during the pre-crisis period. Mian and Sufi (2009) and Mian and Sufi (2015) point

out that supply of mortgages increased to low-income zipcodes during this period whereas

Adelino et al. (2015b) and Adelino et al. (2015a) argue that it was the relatively high income

borrowers who received these loans. Agarwal et al. (2014), Barlevy and Fisher (2010), Chinco

and Mayer (2014), Jiang et al. (2013) and Haughwout et al. (2011) blame the relaxation of

lending standards for the subprime crisis. Others (Rajan et al. (2010), Purnanandam (2011),

Nadauld and Sherlund (2013), Keys et al. (2010) and Maggio et al. (2010)) point to expansion

of the private securitization markets as the cause of the subprime crisis. While my results do not

extend beyond the crisis period, they highlight the possible spillover effects that the GSEs exert

on the private market through their influence in the secondary mortgage market. Borrowers

rationed out of the conforming mortgage market had to turn to the private securitizers who

possibly gave them riskier loans. My results point to the role of the GSEs in pushing these

private securitizers further down the credit curve. I provide here only suggestive evidence and

leave the full analysis for future research.

VI.B.2 Overall Mortgage Market

Now I turn to the overall impact of lender rights in the private market and the originations

in the primary market. To round out the analysis, I first focus on all private sector purchases

in the secondary market for all loans below 2 times the CLL. Similarly, I look at the total

originations in the primary market for all loans below 2 times the CLL.

Table X, Panel A looks at total number of loans per housing stock in the private market

(private sector purchases). I find that a 1 SD higher LR index implies 20 percent higher non-

conforming loans per housing stock in the private market. Further, in contrast to our findings

in Section V there is no credit rationing of the marginal borrowers whereas in Section V I

found that minority borrowers had a higher number of GSE-conforming loans in high LR

areas. For the single-female borrowers who were rationed out, the lowest quality borrowers are

still rationed out of the mortgage market in the high LR areas. Thus, for the single-female

borrowers it seems that the private market did not cater to those borrowers who were rationed

out of the conforming (GSE) mortgage market. To summarize, our results show that while

some of the borrowers credit rationed by the GSEs in low LR areas were able to access credit

from the private market, the borrowers with the lowest quality were rationed out of the private

mortgage market too.

To the analyze the overall effect of credit rationing, I turn to the originations in the primary

38



market. Until now I have abstracted away from the additional layer between the borrowers and

secondary market activity of the GSEs and private securitizers. However, I now look explicitly

at direct lending by the originators. This helps me analyze the overall impact of credit rationing

of the GSEs and private securitizers. In Table X, Panel B, I find that the credit rationing by the

GSEs persisted for all borrowers. Thus, number of originations per housing stock is 17 percent

in areas with 1 SD higher LR index. The effects are even stronger for minority borrowers though

slightly lower for the single-female borrowers.

In Table X, Panel C, we look at denials by the originators. We find that denials were lower

for mortgages in high LR areas. Although denials were lower by 1.184 percent when LR Index

is higher by 1 SD for the full population of loans, this effect is only marginally significant.

However, when we restrict to minority borrowers the effects are much stronger and higher in

magnitude with a 1 SD high LR index implying a 2.4 percent denial rate. Similarly, for single-

female borrowers the denial rates were higher at 2.14 percent. One caveat in using denial rate

data is that there is already significant sorting of borrowers and not all borrowers who seek

loans and are denied will show up on the database. This explains the lower point estimates of

these denial rates compared to the effects in Panel B.

VII Conclusion

In this paper, I used one aspect of regional variation, namely state foreclosure law that affect

mortgage lending. Utilizing this sharp variation in foreclosure law at state borders combined

with plausibly exogenous variation from a policy regulation based on affordable housing goals,

a novel source of quasi-experimental variation in mortgage interest rates, and unique rate sheet

and loan level data, I show three sets of results. First, I show that mortgage interest rates of

GSE-conforming loans vary across LR. Second, I show that this lack of regional variation in

mortgage interest rates affects credit access (that is, the extensive margin) across LR. Using a

regression discontinuity (RD) design focused on the marginal borrowers, I also show that the

GSEs “cherry-pick” the better risks leading to greater credit access to marginal borrowers in

high LR areas. Finally, using bunching analysis based on the regulatory cutoff on loan size for

GSE-conforming loans, I show that the GSE’s cost of funds advantage which are passed onto

borrowers in the form of lower mortgage rates, implies that it gets the better quality borrowers.

Additionally, borrowers who are pushed out of the GSE-conforming market are pushed into

increasingly risky loans.

There are two important policy implications. First, while uniform mortgage rates do imply

that borrowers who get mortgages cross-subsidize each other, one unintended consequence may

be that marginal borrowers get completely rationed out of the conforming mortgage market.

Second, this credit rationing combined with the GSEs’ comparative advantage implies that

the private market faces a heavily sorted market. Thus, while the private market was able to
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pick up the slack and purchase mortgages of the borrowers rationed out of the private market,

the private market pushed these borrowers into increasingly risky mortgages. Importantly, my

results show this may disproportionately affect marginal borrowers.
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Figure 1. Lender Rights Index and Cross-border Sample MSAs retained

(a) LR Index (b) Cross-Border Sample

Panel (a) shows the geographic variation of lender rights (LR) index by state. Panel (b) shows the cross-border sample retained in my analysis. The LR index
is a continuous variable and has been z-scored, with a value of 0 corresponding to the median value of the index. The LR index is calculated by assigning
a value between 1-3 for each of the lender rights non-judicial, recourse (fair-market-value and non-fair-market-value) and right-to-redeem for each state. See
Appendix A.1 for further details. I retain 38 Metropolitan Statistical Areas (MSAs) that cross state borders and for which the LR index varies within the
MSA. Panel (b) shows the cross-border MSAs retained in my sample. The map highlights in darker maroon the side of the MSA corresponding to higher LR
and in lighter yellow the side of the MSA corresponding to lower LR. The areas shaded in grey are not used in the analysis.
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Figure 2. Marginal Bunching Households and GSE Credit Rationing

(a) Household Budget Constraint (b) With Credit Rationing

This figure shows the effects of a notch, that is, a discrete increase in the mortgage interest rate from r to r + ∆r at the conforming loan limit (CLL). Panel
(a) shows the effects of the notch in a budget set diagram and Panel (b) shows the corresponding density distribution diagrams in the presence of credit
rationing by the GSEs. Panel (a) shows the choice faced by a household (borrower) given a notched interest rate schedule at the CLL in a budget set diagram.
The budget set diagram (Panel (a)) is depicted in ((consumption (C), loan size (D))-space) and illustrates the behavioral responses among individuals with
heterogeneous housing preferences A, but with a specific demand elasticity ε. The bunching cutoff CLL is depicted by D̄. The solid blue line depicts the
budget constraint with slope −r below the CLL and −(r+∆r) above the CLL. The indifference curves of Individual A shown correspond to the individual who
would choose a loan of size D̄ in both the linear (corresponding to slope of −r) and the notched interest rate schedule (corresponding to the solid blue line).
The indifference curves of Individual B shown correspond to the individual who when facing the notched interest rate schedule is indifferent between choosing
a loan of size D̄ and D′. In the linear interest rate schedule the individual B would have chosen a loan of size D̄+ ∆D. Panel (b) shows the post-notch density
distribution, with sharp bunching at D̄. The amount of bunching determined by the empty region between D̄ and D′ is equal to the sharp bunching denoted
by the blue and grey line at D̄. The dashed grey line denotes credit rationing by the GSEs. Observed bunching is thus equal to the solid blue line at D̄.
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Figure 3. Cherry-picking by the GSEs (RD Analysis): Covariate Balance

This figure shows the covariate balance for the regression discontinuity (RD) using the Underserved Area Goals
(UAG). The above graph shows the RD estimates — corresponding to the coefficient on “Targeted” — when
the respective characteristic (on the vertical axis) is used as the dependent variable in Equation 6. A tract is
considered eligible under UAG goals if the ratio (Census Tract Median Family Income

MSA Median Family Income ) is less than 90 percent. I

show the RD estimate of each covariate separately for census tracts in the above median lender rights (LR) (top
half of graph) and below median LR (bottom half of graph). Error bands corresponding to 95 percent confidence
interval are depicted in grey around the RD estimate and are very small. Covariates shown are percentage with
less than high-school education, percentage Hispanic, percentage black and unemployment rate from the 2000
Census. All regressions are weighted by total number of households from the 2000 Census. Standard errors
are clustered at the state level. See Appendix A.1 for details on construction of the LR index. See the Online
Appendix for details on variable construction.
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Figure 4. Cherry-picking by the GSEs (RD Analysis): Baseline Results

Panel A: Above Median LR

(a) Number of loans (b) Loan Amount

Panel B: Below Median LR

(c) Number of loans (d) Loan Amount

This figure shows the regression discontinuity (RD) plots using Underserved Area Goals (UAG). The dependent
variable in panels (a) and (c) is the logarithm of the total number of loans per housing stock. The dependent
variable in panels (b) and (d) is the total volume of loans per housing stock. A tract is considered eligible
under UAG goals if the ratio (Census Tract Median Family Income

MSA Median Family Income ) is less than 90 percent. 0 on the horizontal
axis corresponds to this 90 percent RD threshold. Thus, negative values on the x-axis correspond to UAG
eligible or “Targeted” census tracts. I use a bandwidths of 1 percent around the RD cutoff. Each point on
the plot represents the average value of the dependent variable (y-axis) in bins of one-tenth of a percentage
point of the ratio ( censustractmedianfamilyincome

theMSAmedianfamilyincome ) (x-axis). Panels (a) and (b) corresponds to census tracts with

above median lender rights (LR) index. Panels (c) and (d) corresponds to census tracts with below median
LR. The solid line plots the predicted values with separate quadratic polynomials fitted on either side of the
RD cutoff. The dashed lines show the 95 percent confidence intervals. Data on number and volume of loans
aggregated to the census tract level is from Housing and Urban Development (HUD) for the years 2000 to
2005. All plots include control variables and MSA-year fixed effects. Control variables percentage with less
than high-school education, percentage Hispanic, percentage black and unemployment rate are from the 2000
Census and 1990 Census. All regressions are weighted by total number of households from the 1990 Census for
the years 2000–2002 and the 2000 Census for the years 2003–2005. Standard errors are clustered at the state
level. See Appendix A.1 for details on LR index construction. See the Online Appendix for details on variable
construction.
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Figure 5. Cherry-picking by the GSEs (RD Analysis): Heterogeneity Results

(a) Log(Total Number of Loans/Housing Stock) (b) Log(Total Loan Volume/Housing Stock)

This figure shows the heterogeneity of the regression discontinuity (RD) estimates using Underserved Area Goals (UAG) for each subset of marginal borrowers.
The dependent variable in panel (a) is the logarithm of the total number of loans per housing stock using all borrowers, young borrowers (age < 45), single
female borrowers, first time home-buyers and minority borrowers for above median lender rights (LR) index (top half of graph) and below median LR (bottom
half of graph). The dependent variable in panel (b) is the logarithm of the total volume of loans per housing stock using all borrowers, young borrowers
(age < 45), single female borrowers, first time home-buyers and minority borrowers for above median lender rights (LR) index (top half of graph) and below
median LR (bottom half of graph). Panel (a) shows the RD estimates — corresponding to the coefficient on “Targeted” — for the respective subset of
borrowers (all/age < 55/single female/first time home-buyers/minority) using the dependent variable logarithm of the total number of loans per housing
stock in Equation 6. Panel (b) shows the RD estimates — corresponding to the coefficient on “Targeted” — for the respective subset of borrowers (all/age <
55/single female/first time home-buyers/minority) using the dependent variable logarithm of the total volume of loans per housing stock in Equation 6. Error
bands corresponding to 95 percent confidence interval are depicted in grey around the RD estimate. I use a bandwidth of 1 percent around the RD cutoff.
Data on number and volume of loans aggregated to the census tract level is from Housing and Urban Development (HUD) for the years 2000 to 2005. All
plots include control variables and MSA-year fixed effects. Control variables percentage with less than high-school education, percentage Hispanic, percentage
black and unemployment rate are from the 2000 Census and 1990 Census. All regressions are weighted by total number of households from the 1990 Census
for the years 2000–2002 and the 2000 Census for the years 2003–2005. Standard errors are clustered at the state level. See Appendix A.1 for details on LR
index construction. See the Online Appendix for details on variable construction.
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Figure 6. Spillovers in the Private Market (Bunching Analysis): Mortgage Rates

(a) With MSA-Year-Qtr FE (b) With MSA-Year-Qtr FE and Controls

This figure plots the mortgage interest rates across the conforming loan limit (CLL) ny lender rights (LR) index. Panel (a) shows the mortgage rates of
loans with year-quarter fixed effects and panel (b) shows mortgage rates with controls and MSA-year-quarter fixed effects. The x-axis represents the loan size
expressed as the ratio of the loan amount to conforming loan limit (CLL) minus one. Thus, 0 on the horizontal axis corresponds to the CLL. 0.1 represents
loan sizes of 1.1 times the CLL. The plots correspond to bandwidths of .3 — that is, all loans of loan size between 0.3*CLL and 1.3*CLL — around the cutoff.
Each point on the plot represents the average value of the dependent variable mortgage interest rate (y-axis) in bins of 5 percent of the normalized distance
from the CLL (x-axis). The black dots correspond to mortgages in areas with above median lender rights (LR) and the red dots correspond to mortgages in
areas with below LR. In Panel (b) also controls for bins of loan-to-value (LTV), credit scores (FICO) and debt-to-income. We use the same bins with cutoffs
as in Table IV. The solid line plots the predicted values with separate quadratic polynomials fitted on either side of the CLL. The dashed lines show the 95
percent confidence intervals. Data is for the period 2000 to 2005. Data for loans below the CLL is the GSE data from publicly available 30-year Fixed Rate
Mortgage (FRM) single-family mortgage data provided by Fannie Mae and Freddie Mac. Data for loans above the CLL is the non-GSE data from ABSnet
for the same period. Standard errors are clustered at the state level. See Appendix A.1 for details on LR index construction. See the Online Appendix for
details on variable construction.
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Figure 7. Spillovers in the Private Market (Bunching Analysis): Loans around the CLL

(a) High LR (b) Low LR

This figure estimates the bunching of loans around the conforming loan limit (CLL) across the lender rights (LR) index. Panel A shows bunching of loans
in areas with above median LR. Panel B shows bunching of loans in areas with below median LR. The x-axis represents the loan size expressed as the ratio
of the loan amount to conforming loan limit (CLL) in percentage. Thus, 100 on the horizontal axis corresponds to the CLL. 101 represents loans of size
equal to 1.1 times the CLL. The vertical axis corresponds to the number of loans in each bin. Each dot corresponds to number of loans in the 1 percent bins
around the CLL (100). The plots show loans between 70 percent to 130 percent of the CLL. The plots show the actual distribution of loans (in blue dots)
and the counterfactual distribution (smooth red line). The counterfactual loan distribution fits a 5th order polynomial to the loan distribution excluding a
region around the CLL. The region for exclusion is obtained using the methodology described in Section IV.A. Data is for the period 2000 to 2005. Data for
loans below the CLL is the GSE data from publicly available 30-year Fixed Rate Mortgage (FRM) single-family mortgage data provided by Fannie Mae and
Freddie Mac. Data for loans above the CLL is the non-GSE data from ABSnet. Standard errors are clustered at the state level. See Appendix A.1 for details
on LR index construction. See the Online Appendix for details on variable construction.
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Figure 8. Spillovers in the Private Market (Bunching Analysis): Loans around
the CLL and Heterogeneity

Panel A: Low-Risk Borrowers

(a) High LR (b) Low LR

Panel B: High-Risk Borrowers

(c) High LR (d) Low LR

This figure estimates the heterogeneity in the bunching of loans around the conforming loan limit (CLL) across
lender rights (LR) index. Panel A shows the low-risk borrowers, that is, those with credit scores (FICO) above
720 and with loan-to-value (LTV) below 80. Panel B shows the remaining borrowers (“high-risk”). Plots (a)
and (c) show bunching of borrowers in areas with above median LR. Plots (b) and (d) show bunching of loans
in areas with below median LR. The x-axis represents the loan size expressed as the ratio of the loan amount
to conforming loan limit (CLL) in percentage. Thus, 100 on the horizontal axis corresponds to the CLL. 101
represents loans of size equal to 1.1 times the CLL. The vertical axis corresponds to the number of loans in each
bin. Each dot corresponds to number of loans in the 1 percent bins around the CLL (100). The plots show
loans between 70 percent to 130 percent of the CLL. The figure shows the actual distribution of loans (in blue
dots) and the counterfactual distribution (smooth red line). The counterfactual loan distribution fits a 5th order
polynomial to the loan distribution excluding a region around the CLL. The region for exclusion is obtained
using the methodology described in Section IV.A. Data is for the period 2000 to 2005. Data for loans below the
CLL is the GSE data from publicly available 30-year Fixed Rate Mortgage (FRM) single-family mortgage data
provided by Fannie Mae and Freddie Mac. Data for loans above the CLL is the non-GSE data from ABSnet
for the same period. Standard errors are clustered at the state level. See Appendix A.1 for details on LR index
construction. See the Online Appendix for details on variable construction.
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Figure 9. Spillovers in the Private Market (Bunching Analysis): ARMS and Complex mortgages around the CLL

(a) Including GSE loans (b) Excluding GSE loans

This figure shows the complexity of mortgages across lender rights (LR) index around the conforming loan limit (CLL) for all loans in panel (a) and
for loans excluding GSE loans in panel (b). The x-axis represents the loan size expressed as the ratio of the loan amount to conforming loan limit (CLL) in
percentage. Thus, 100 on the horizontal axis corresponds to the CLL. 101 represents loans of size equal to 1.1 times the CLL. In the above plots I retain
loans between 70 percent to 130 percent of the CLL. The vertical axis corresponds to the percentage of loans within each bin that is either Interest Only (IO),
Negative Amortization (NEGAM) or Adjustable Rate Mortgages (ARM). The denominator contains all the loans and also includes Fixed Rate Mortgages
(FRM). IO and NEGAM are together termed as Complex Mortgages (CM). Panel (a) includes all GSE (FRM) and non-GSE loans. Panel (b) includes only
the non-GSE loans. Thus the loans above 0 on the x-axis in panel (a) and panel(b) show the same set of mortgages. Data is for the period 2000 to 2005.
Data for loans below the CLL is the GSE data from publicly available 30-year Fixed Rate Mortgage (FRM) single-family mortgage data provided by Fannie
Mae and Freddie Mac. Data for loans above the CLL is the non-GSE data from ABSnet for the same period. See Appendix A.1 for details on LR index
construction. See the Online Appendix for details on variable construction.
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Table I. Bunching Predictions

Low LR High LR

Jumbo-Conforming Spread Higher Lower
Borrower Response (1) Higher Lower
GSE Credit Rationing (2) Higher Lower
Observed Impact (1) - (2) ? ?

This table shows the predictions for the jumbo conforming spread and the resulting borrower response, credit
rationing by the GSEs and observed bunching estimates for low and high lender rights (LR) areas. See
Section III for further details on conceptual framework and bunching predictions.

Table II. Summary Statistics

Mean SD Min Max
LR Index (Standardized) 0.00 1.00 -1.73 2.58
Observations 51
RateWatch Data (Rate Sheets) – Branch Level
Interest Rate: Rate Sheet 6.62 0.84 0.62 11.07
Observations 502765
HUD Variables – Census Tract level
Total # loans 120 162 1 7809
# loans to Minority 12 22 0 451
# loans FTHB 13 15 0 497
# loans Single- female 29 35 0 1006
# loans with No Co-borrower 69 111 0 6195
# loans with Age<45 60 93 0 5455
Observations 120207
GSE 30 year FRM – Loan level
Original Interest Rate 6.46 0.86 2.99 12.12
FICO 715 56 300 850
LTV 73 16 1 103
Debt-to-Income 34 12 0 65
Loan Amount 166727 73476 5000 692000
Observations 2892199
ABSnet 30 year FRM – Loan level
Original Interest Rate 6.96 1.41 1.00 17.10
FICO 706 49 620 837
LTV 76 15 3 99
Debt-to-Income 9 17 0 92
Loan Amount 254015 144381 10000 1000000
Observations 304966

This table shows the summary statistics of the variables used in our analysis. The lender rights (LR) index is
standardized. See Appendix A.1 for details on LR. Rate sheet data on mortgage rates at branch level is from
RateWatch.com. Data on number of loans aggregated to the census tract level is from Housing and Urban
Development (HUD). Loan level GSE data is from publicly available 30-year Fixed Rate Mortgage (FRM)
single-family mortgage data provided by Fannie Mae and Freddie Mac. Loan level non-GSE (private
securitizer) data is from ABSnet. All data is for the period 2000 to 2005 for the 38 MSAs in our analysis. See
Online Appendix for details on variable construction and frequency used.
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Table III. Covariate Balance

Coefficient t-stat
Census 2000 – Census Tract Level
% < High School 2000 -0.00975 -0.978
Unemployment Rate 2000 -0.00281 -1.252
Log(Median Income) 2000 0.0609 1.536
% Black 2000 -0.0266 -1.018
% Hispanic 2000 -0.00460 -0.516
Census 1990 – Census Tract Level
% < High School 1990 -0.0166 -1.550
Unemployment Rate 1990 -0.00157 -1.190
Log(Median Income) 1990 0.0508 1.542
% Black 1990 -0.0272 -1.120
% Hispanic 1990 -0.00530 -0.666

This table shows the covariate balance of characteristics of census tracts in the 38 MSAs retained in our
sample. I regress the respective characteristic in the first column on lender rights (LR) index. All columns
include MSA-year fixed effects and standard errors are clustered at the state level. The coefficient on LR and
the corresponding t-statistics is reported in the second and third column respectively. Covariates used in the
analysis are percentage Hispanic, percentage black, Ln(median income), percentage with less than high school
education and unemployment rate from the 2000 Census and 1990 Census at the census tract level. See
Appendix A.1 for details on LR. See the Online Appendix for details on variable construction.

Table IV. GSE: Mortgage Interest Rates and Non-rate Rationing

(1) (2) (3) (4) (5)
Rate Sheet Ex-post: Loan Level

Rates Rate DTI LTV Rate
LR Index -0.00425 -0.00977 -0.159 -0.690 -0.0166∗

(0.00781) (0.00989) (0.107) (0.524) (0.00871)
Observations 414625 245239 236258 245236 76055
MSA-Yr FE X X X X X
R2 0.917 0.810 0.0314 0.101 0.818
Regression Type OLS OLS OLS OLS CEM

Standard errors in parentheses, clustered by state.
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

This table shows the variation of mortgage rates and non-price terms — debt-to-income (DTI) and loan to
value (LTV) — with the lender rights (LR) index for GSE mortgages. Columns 1–4 show the OLS estimates
with no controls. Column 5, shows the estimates from the coarsened exact matching (CEM, see Iacus et al.
(2011a) and Iacus et al. (2011b)) procedure using a 10 percent sample. In column 5, I use the CEM procedure
to match mortgages exactly based on different bins in a given MSA-year-quarter. I use LTV bins with cut-offs
70, 75, 80, 85, 90 and 95; credit score (FICO) bins with cutoffs of 620, 660 and 720; and DTI bins with cutoffs
20 and 30. Data is for the period 2000 to 2005. The dependent variable in columns 1, 2 and 4 is mortgage
rates. The dependent variables in columns 3 and 4 are DTI and LTV respectively. Rate sheet data on
mortgage rates in column 1 is from RateWatch.com. Loan level GSE data in columns 2–5 are from the
publicly available 30-year Fixed Rate Mortgage (FRM) single-family mortgage data provided by Fannie Mae
and Freddie Mac. All columns include MSA-year-quarter fixed effects and standard errors are clustered at the
state level. See Appendix A.1 for details on LR. See the Online Appendix for details on variable construction.
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Table V. GSE: Credit Rationing and Heterogeneity across Borrowers

Panel A: Dependent variable Ln(Total Number of Loans/Housing Stock)

(1) (2) (3) (4) (5)

All
Age
< 45

Single Female
Borrower

First-time
Home Borrower

Minority
Borrowers

LR Index 0.169∗ 0.150∗∗ 0.149∗∗∗ 0.124∗∗∗ 0.224∗∗∗

(0.0958) (0.0683) (0.0457) (0.0418) (0.0729)
MSA-Yr FE X X X X X
Controls X X X X X
Observations 89373 85870 83824 80385 75169
R2 0.415 0.599 0.502 0.294 0.385

Panel B: Dependent variable Ln(Total Loan Volume/Housing Stock)

(1) (2) (3) (4) (5)

All
Age
< 45

Single Female
Borrower

First-time
Home Borrower

Minority
Borrowers

LR Index 0.178∗ 0.177∗ 0.181∗∗∗ 0.144∗∗ 0.239∗∗

(0.0950) (0.0993) (0.0644) (0.0685) (0.0894)
MSA-Yr FE X X X X X
Controls X X X X X
Observations 89373 85157 82790 76747 72464
R2 0.439 0.563 0.533 0.369 0.401

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

This table shows the results for credit rationing by the GSEs across lender rights (LR). The dependent variable in panel (A) is the logarithm of the total
number of loans per housing stock for each subset of borrowers. The dependent variable in panel (b) is the logarithm of the total volume of loans per
housing stock for each subset of borrowers. Column 1 in both panels includes all borrowers. Columns 2, 3, 4 and 5 in both panels restrict to only young
borrowers (age < 45), single female borrowers, first time home-buyers and minority borrowers respectively. Data on number and volume of loans aggregated
to the census tract level are from Housing and Urban Development (HUD) for the years 2000 to 2005. All regressions include control variables and
MSA-year fixed effects. Control variables percentage with less than high-school education, percentage Hispanic, percentage black and unemployment rate are
from the 2000 Census and 1990 Census. All regressions are weighted by total number of households from the 2000 Census for the years 2000–2002 and the
1990 Census for the years 2003–2005. Standard errors are clustered at the state level. See Appendix A.1 for details on LR index construction. See the
Online Appendix for details on variable construction.
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Table VI. Cherry-picking by the GSEs (RD Analysis): Regression Estimates

Panel A: Regression Discontinuity Estimates

(1) (2) (3) (4)
Ln(No. of Loans/HS) Ln(Vol. of Loans/HS)

Above
Median LR

Below
Median LR

Above
Median LR

Below
Median LR

Targeted 0.546∗∗∗ -0.453 0.532∗∗∗ -0.364
(0.152) (0.328) (0.133) (0.387)

MSA-Yr FE X X X X
Controls X X X X
Observations 975 1004 975 1004
R2 0.369 0.228 0.470 0.266

Panel B: Robustness within targeted areas

(1) (2) (3) (4)
Ln(No. of Loans/HS) Ln(Vol. of Loans/HS)

Targeted Not-Targeted Targeted Not-Targeted
LR Index 0.183∗∗ 0.118 0.242∗ 0.138∗

(0.0802) (0.0763) (0.118) (0.0711)
MSA-Yr FE X X X X
Controls X X X X
Observations 968 1011 968 1011
R2 0.299 0.308 0.347 0.382

This table is based on the Underserved Area Goals (UAG) and shows the regression discontinuity (RD) in
panel A and the difference-in-difference estimates in panel B across the lender rights (LR) index. The
dependent variable in columns 1–2 of both panels is the logarithm of the total number of loans per housing
stock. The dependent variable in columns 3–4 of both panels is the logarithm of the total volume of loans per
housing stock. Panel (A) shows the RD estimates — corresponding to the coefficient on “Targeted” — using
the respective dependent variables for above median LR (columns 1 and 3) and below median LR (columns 2
and 4) in Equation 6. Columns 1 and 3 in panel (A) restrict to census tracts with above median LR. Columns
2 and 4 in panel (A) restrict to census tracts with below median LR. A tract is considered eligible under UAG
if the ratio (Census Tract Median Family Income

MSA Median Family Income ) is less than 90 percent. “Targeted” refers to UAG-eligible census
tracts. I use a bandwidth of 1 percent around the RD cutoff and fit quadratic polynomials on either side of the
RD cutoff to determine the RD estimate. Panel B uses the same set of census tracts used in Panel A and
shows the difference-in-difference by restricting to the “Targeted” (or UAG eligible) census tracts (columns 1
and 3) and to the “Not-Targeted” (or UAG ineligible) census tracts (columns 2 and 4). Panel (B) shows the
difference-in-difference estimates — corresponding to the coefficient on “LR Index” — with the respective
dependent variables as in Equation 5. Data on number and volume of loans aggregated to the census tract
level is from Housing and Urban Development (HUD) for the years 2000 to 2005. All plots include control
variables and MSA-year fixed effects. Control variables percentage with less than high-school education,
percentage Hispanic, percentage black and unemployment rate are from the 2000 Census and 1990 Census. All
regressions are weighted by total number of households from the 2000 Census for the years 2000–2002 and the
1990 Census for the years 2003–2005. Standard errors are clustered at the state level. See Appendix A.1 for
details on LR index construction. See the Online Appendix for details on variable construction.
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Table VII. Private Market: Mortgage Interest Rates and Non-rate Rationing

(1) (2) (3) (4) (5)
Rate Sheet Ex-post: Loan Level

Rates Rate DTI LTV Rate
LR Index -0.0520∗∗∗ -0.0774∗∗ -1.241 -0.00934 -0.0551∗∗

(0.0288) (0.0288) (0.905) (0.395) (0.0234)
Observations 112456 135101 19541 135133 65034
MSA-Yr FE X X X X X
R2 0.818 0.639 0.407 0.0343 0.649
Regression Type OLS OLS OLS OLS CEM

This table shows the variation of mortgage rates and non-price terms — debt-to-income (DTI) and loan to
value (LTV) — with the lender rights (LR) index for non-GSEs (private securitizers). Columns 1–4 show the
OLS estimates with no controls. In column 5, I show the estimates from the coarsened exact matching (CEM,
see Iacus et al. (2011a) and Iacus et al. (2011b)) procedure. In column 5, I use the CEM procedure to match
mortgages exactly based on different bins in a given MSA-year-quarter. The bins for LTV, credit score (FICO)
and DTI are the same as in Table IV. Data is for the period 2000 to 2005. The dependent variable in columns
1, 2 and 4 is mortgage rates. The dependent variable in columns 3 and 4 is DTI and LTV respectively. Rate
sheet data on mortgage rates in column 1 is from RateWatch.com. Loan level non-GSE data in columns 2–5
for loans above the conforming loan limit (CLL) are the 30-year Fixed Rate Mortgage (FRM) single-family
mortgage data from ABSnet. All columns include MSA-year-quarter fixed effects and standard errors are
clustered at the state level. See Appendix A.1 for details on LR. See the Online Appendix for details on
variable construction.

Table VIII. Interaction with the Private Market: Mortgage Interest Rates

(1) (2) (3) (4)
Above Median LR Below Median LR

1Jumbo 0.377∗∗∗ 0.237∗∗∗ 0.506∗∗∗ 0.399∗∗∗

(0.0224) (0.0572) (0.0522) (0.0104)
Observations 135906 4272 104937 6475
MSA-Yr FE X X X X
R2 0.837 0.697 0.801 0.619
Regression Type OLS CEM OLS CEM

Standard errors in parentheses, clustered by state.
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

This table shows the differences in mortgage rates across the conforming loan limit (CLL) for above median
and below median lender rights (LR). A loan is classified as jumbo if the loan amount is greater than the CLL.
Loans below the CLL are GSE loans and all loans above the CLL are the non-GSE loans. The coefficient on
1Jumbo is the jumbo-conforming spread. Columns 1 and 3 show the OLS estimates. In columns 2 and 4, I
show the estimates from the coarsened exact matching (CEM, see Iacus et al. (2011a) and Iacus et al. (2011b))
procedure. For CEM, I match mortgages exactly based on different bins in a given MSA-year-quarter. The
bins for loan-to-value (LTV), credit score (FICO) and debt-to-income (DTI) are the same as in Table IV. Data
is for the period 2000 to 2005. The dependent variable in all columns is mortgage rates. Loan level GSE data
are the 30-year Fixed Rate Mortgage (FRM) single-family mortgage data provided by Fannie Mae and Freddie
Mac. Loan level non-GSE data are the 30-year Fixed Rate Mortgage (FRM) single-family mortgage data from
ABSnet. All columns include MSA-year-quarter fixed effects and standard errors are clustered at the state
level. See Appendix A.1 for details on LR. See the Online Appendix for details on variable construction.
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Table IX. Spillovers in the Private Mortgage Market

(1) (2) (3) (4)
Including GSE loans (Non-Jumbo) Only Non-GSE loans (Non-Jumbo/Jumbo)

1GSE 1GSE 1ARM 1CM

LR Index 0.0145∗∗ 0.0218∗∗∗ 0.0423∗ 0.0729∗∗∗

(0.00658) (0.00577) (0.0237) (0.0219)

FICO> 720 0.110∗∗∗ 0.0747∗∗∗ -0.321∗∗∗ -0.0475∗∗

(0.00833) (0.00408) (0.0102) (0.0173)

LR Index*FICO> 720 -0.0153∗∗

(0.00632)

DTI<= 36 0.120∗∗∗ 0.220∗∗∗ -0.144∗∗∗ -0.00698
(0.0138) (0.0149) (0.0169) (0.0149)

LR Index*DTI<= 36 -0.0209∗

(0.0119)

LTV -0.0000891∗∗∗ -0.0000745∗∗∗ 0.0000257∗∗∗ 0.0000124∗∗∗

(0.00000994) (0.00000374) (0.00000747) (0.00000414)

LR Index*LTV -0.0000158∗∗∗

(0.00000333)
MSA-Yr-Qtr FE X X X X
Controls X X X X
Observations 770432 927506 278162 205057
R2 0.604 0.547 0.160 0.302

This table shows the spillover effects of GSE credit rationing on the complexity of loans. This table shows the
impact of LR on the intensive margin using a Linear Probability Model (LPM) of whether a loan is more
likely to be purchased by the GSEs (column 1–2) or purchased by a private securitizer. Column 3 looks at
whether a loan is more likely to be an adjustable rate mortgages (ARMs) compared to fixed rate mortgages
(FRMs). Columns 4 looks at whether loans are more likely to be interest only (IO) or negative amortization
(NEGAM) compared to FRMs. IO and NEGAM mortgages are together termed as Complex Mortgages (CM).
In columns 2 the dependent variable is an indicator for a complex mortgage (IO/NEGAM) or an FRM. To
look at heterogeneity, I also look at an indicator for whether the FICO is above 720 and an indicator for
whether the debt-to-income is below 36. As in the previous tables, loans between 70 percent and 130 percent
of the CLL are retained. Column 1–2 retain only loans below CLL and columns 3–4 retain only loans above
CLL. Data is for the period 2000 to 2005 and from ABSnet. Controls included are whether a loan is full
documentation loan, whether the property is owner occupied, and whether it is a refinance loan. Column 2
looks at the interaction between LR Index and the heterogeneity terms. All columns include MSA-year fixed
effects. In all regressions both jumbo and non-jumbo loans are included. See Appendix A.1 for details on LR
index construction. See the Online Appendix for details on variable construction.

60



Table X. Overall Impact: Private Market and Originations in the Primary
Mortgage Market

Panel A: Credit Rationing in the non-GSE (private) market

(1) (2) (3)
All Minority Single-female

LR Index 0.203∗∗∗ 0.0690 0.161∗∗∗

(0.0561) (0.0473) (0.0424)
MSA-Year FE X X X
Controls X X X
Observations 84116 39568 66942
R2 0.619 0.329 0.459

Panel B: Ln(Originations/Housing Stock)

(1) (2) (3)
All Minority Single-female

LR Index 0.167∗∗ 0.263∗∗∗ 0.152∗∗∗

(0.0747) (0.0758) (0.0492)
MSA-Year FE X X X
Controls X X X
Observations 86048 77417 85346
R2 0.631 0.454 0.555

Panel C: Denials
(1) (2) (3)
All Minority Single-Female

LR Index -0.0184∗ -0.0236∗∗ -0.0214∗∗

(0.0102) (0.00958) (0.0104)
MSA-Year FE X X X
Controls X X X
Observations 7690532 1068134 2366237
R2 0.0162 0.0289 0.0182

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

This table analyses the overall impact of credit rationing in the non-GSE market (Panel A), total originations
(panel B) and denial rates (panel C) in the primary mortgage market. The dependent variable in panel (A)
and (B) is the logarithm of the total number of loans per housing stock for each subset of borrowers aggregated
to the census tract level. In panel (A) only the non-GSE (private securtizer) purchases are included and in
panel (B) originations in the primary market are included. In all panels, Column 1 includes all borrowers.
Columns 2 and 3 (in all panels) restrict to only minority and single female borrowers respectively. Data on
number originations aggregated to the census tract level are from Home Mortgage Disclosure Act (HMDA) for
the years 2000 to 2005. All regressions include control variables and MSA-year fixed effects. Control variables
percentage with less than high-school education, percentage Hispanic, percentage black and unemployment
rate are from the 2000 Census and 1990 Census. All regressions are weighted by total number of households
from the 2000 Census for the years 2000–2002 and the 1990 Census for the years 2003–2005. Standard errors
are clustered at the state level. Panel C examines denial rates at the loan level. The dependent variable in
panel (C) is an indicator variable for whether a loan was denied. Columns 2 and 3 restrict to only minority
and single female borrowers respectively. All regressions include control variables and MSA-year fixed effects.
Controls variables included are on occupancy, property type and income of borrower. Data on denials are from
Home Mortgage Disclosure Act (HMDA) for the years 2000 to 2005. See Appendix A.1 for details on LR
index construction. See the Online Appendix for details on variable construction. See Appendix A.1 for details
on LR index construction. See Appendix IV.B for details on data construction.
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Table A1. Data Used

Data Source Main Variables Used Frequency used Geo-coding

1 RateWatch.com Mortgage rates on rate
sheets.

Monthly Latitude & Lon-
gitude

2 GSE HUD Data Minority, Income, single
female, FTHB flag, Co-
borrowers, Age, loan
amount.

Annual Census-tract

3 GSE 30 year FRM Mortgage rates, LTV,
DTI, FICO, FTHB,
Co-borrowers flag, loan
amount.

Quarterly Zipcode 3-digit,
State and MSA

4 ABSnet (Non-GSE) Mortgage rates, LTV, DTI,
FICO, loan amount.

Quarterly Zip 3-digit,
State and MSA

5 HMDA (Both) Minority, Income, single fe-
male flag, co-borrowers flag,
loan amount.

Annual Census-tract

6 Decennial Census % Hispanic, % black,
log(median income),
% High School and
unemployment rate

1990, 2000 Census-tract

This table lists the data used, the main variables used in the analysis, the frequency of data and the most granular geo-coding available for the data. Items
1/2/3 for GSE data; 4 for Non-GSE and 5 with both GSE and non-GSE data. All results hold within each dataset. See Section IV.B on how the data is
cleaned.
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A.1 Lender Rights Index

For the classification of state foreclosure laws I look at a number of different sources. For the
classification of states as judicial or non-judicial states, I follow Gerardi et al. (2013). I use
Ghent and Kudlyak (2011) for the classification of states as recourse or non-recourse. For the
classification of states as fair-market-value and for equity right of redemption, I follow Rao and
Walsh (2009).

In judicial foreclosure states, the lender needs to go to court to foreclose on a property. This
implies lower creditor rights compared to non-judicial foreclosure states where the lender does
not need to go to court to start foreclosure proceedings. Judicial states are assigned a value of
1 and non-judicial states are assigned a value of 3. Table A2 shows the values used.

The right to redeem enables borrower the right to redeem or make whole the amount due
even after the foreclosure process has started. The time allowed to redeem, however, varies from
state to state ranging from a mere 10 days to a full year. The degree of right to redemption
is from Rao and Walsh (2009) who assign a value of 0, 0.5 or 1 depending on the degree of
redemption. Thus, a greater right to redemption corresponds to greater borrower rights and
analogously lower lender rights. Thus, a right to redeem of 1 in Rao and Walsh (2009) is
assigned a 1, 0.5 is assigned a 2 and 0 is assigned a 3 in my index.

Lastly, I also classify whether a state allows deficiency judgement (also called recourse
states). The process for calculating the degree of recourse available to the lender is complicated
by the fact that the amount of recourse available varies based on “fair-market-value” laws,
and additionally some states have a very limited statute of limitations which makes recourse
difficult. In non-recourse states, the lender only has access to the property securing the loan.
In recourse states, lenders can also access borrower wages and personal property. I make one
more distinction within recourse states which the previous literature has largely ignored. In
fair market value states, the amount a lender can access is limited by the fair market value of
the property. Thus, after foreclosure, the amount that can be pursued in case of a deficiency
judgment is given by the shortfall between the debt and the fair value of the property. In
non-fair market value states on the other hand, the amount that can be pursued in case of a
deficiency judgment is given by the shortfall between the debt and the foreclosure sale price
of the property. The foreclosure sale price of the property tends to be lower than the fair
market value of the property. Thus, in non-fair market value states the lender can sell the
property at a depressed foreclosure price and thus can claim a greater deficiency judgment.
Another complication is that the statute of limitations varies from state to state. For states
with the lowest statute of limitations, I down-weight the amount of recourse available to the
lender. The degree of recourse is calculated as follows. I assign a value of 1 for non-recourse, a
value of 2 for recourse and fair-market-value states and a value of 3 for recourse and non-fair
market value states. Let us call this the degree of recourseness. Note that these correspond
to increasing ability of the lender to access borrower’s assets. For the 10 states with limited
statute of limitations, I weight this degree of recourseness by half.

Thus from the above procedure, I assign a value between 1 to 3 for each mortgage law
described above with higher values corresponding to higher lender rights. I then create a simple
index adding up an indicator between 1 to 3 for each mortgage law between a hypothetical 3 to
9. This is called the “lender rights index”. I standardize this and use this continuous measure
in my analysis. See Appendix A2 for the lender rights index calculated.
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Table A2. Lender Rights Index

State
Recourse

Non-recourse
Judicial

Non-judidical
Fair Market

Value
Statute

of limitations
Right

to Redeem

Lender
Rights

Index (Std)

Alabama R NJ 0 0 0.5 -0.08
Alaska NR NJ 0 0 1 0.32

Arizona NR NJ 0 0 1 -0.08
Arkansas R NJ 0 1 1 0.73

California NR NJ 0 0 1 0.32
Colorado R NJ 1 0 1 0.73

Connecticut R J 1 0 0.5 -0.08
Delaware R J 0 1 1 -0.08

DC R NJ 0 1 1 1.14
Florida R NJ 0 1 0.5 -0.08
Georgia R J 1 0 1 0.73
Hawaii R J 0 0 1 -0.08
Idaho R NJ 1 1 1 0.73

Illinois R J 0 0 0.5 -1.30
Indiana R J 0 0 1 -0.08

Iowa NR J 0 0 0 -1.30
Kansas R J 1 0 0.5 -1.70

Kentucky R J 0 0 0.5 -0.08
Louisiana R J 1 0 1 -1.30

Maine R J 1 0 0.5 -1.70
Maryland R J 0 1 1 1.14

Massachusetts R J 0 0 1 1.14
Michigan R NJ 1 0 0.5 -0.48

Minnesota NR NJ 0 0 0 -0.90
Mississippi R NJ 0 1 1 1.14

Missouri R NJ 0 0 0.5 1.14
Montana NR NJ 0 0 1 0.32
Nebraska R J 1 0 1 0.73

Nevada R NJ 1 0 1 0.73
New Hampshire R NJ 0 1 1 1.14

New Jersey R J 1 0 0.5 -0.48
New Mexico R J 0 0 0 -0.08

New York R J 1 0 1 -0.48
North Carolina NR NJ 1 1 0.5 0.73

North Dakota NR J 0 0 0.5 -2.51
Ohio R J 0 0 0.5 -0.08

Oklahoma R NJ 1 0 0.5 -0.48
Oregon NR NJ 0 0 1 -0.08

Pennsylvania R J 1 0 1 -1.70
Rhode island R NJ 0 0 1 1.14

South Carolina R J 1 0 1 -0.48
South Dakota R J 1 0 0 0.73

Tennessee R NJ 0 0 1 1.14
Texas R NJ 1 1 1 0.73
Utah R NJ 1 0 1 0.73

Vermont R J 1 0 1 -1.70
Virginia R NJ 0 0 1 1.14

Washington NR NJ 0 0 1 0.32
West Virginia R J 0 0 1 1.14

Wisconsin NR NJ 1 0 0.5 -2.51
Wyoming R NJ 0 0 0.5 -0.08
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A.2 Conceptual Framework Incorporating lender Pric-

ing Regimes

In Section III we derived mortgage demand which depends on mortgage rates set by the lender
and we also explicitly looked at bunching around the CLL. In this Appendix, I explicitly show
the implication for credit rationing given lending pricing policies. To analyze the structure
of underwriting and pricing policies observed in US mortgage markets, this section presents
a stylized model of credit rationing when there is regional variation in lender payoffs or more
specifically in LR. I begin by considering a monopoly50 lender (GSE) under three pricing regimes
for mortgage rates. As previously mentioned, although the GSEs do not originate mortgages
they directly influence the observed mortgage rates and originations by retail originators
through their operations in the secondary mortgage markets. The GSEs evaluate whether a
mortgage is GSE-conforming (a pass/fail decision in the credit evaluation model) and effectively
the GSEs lend directly to consumers. This allows us to abstract away from the complications
of the intermediate retail market.

In the first part of the model, I look at three pricing regimes: a risk-based pricing regime with
screening, pooled pricing regime with no screening, and pooled pricing regime with screening.
Given a particular pricing regime and household demand, I then show the impact on the
credit rationing of borrowers.51 The aim in analyzing these different pricing regimes is twofold.
First, the risk-based pricing regime with screening provides a useful benchmark to evaluate the
efficiency of the two pooled pricing regimes that we consider. The pooled pricing regimes help
analyze implications for both borrower sorting and credit rationing by a monopoly lender. The
second goal of these pricing frameworks is to help me compare my hypothesis with the pricing
regimes implicitly assumed in prior empirical literature. Using the simple model sketches under
the three pricing regimes, I derive empirically testable hypotheses and implications for credit
rationing.

In the second part of the model, I motivate the bunching analysis. This has already been
shown in Section III.

A.2.A Model Setup

Here I repeat the assumptions used in our model. The residential mortgage market structure
is as follows. Retail lenders originate loans for the GSEs. Retail loan originators apply
underwriting criteria imposed by the GSEs in the secondary market and charge a loan rate
determined by the secondary market. As mentioned previously, for the rest of the exposition I
abstract away from this additional layer between retail originator and GSEs.

The borrower has credit quality summarized by θ with θ ∈ [0, 1]. 1 − θ is the probability
that the lender receives zero payoff. θ can be thought of as a reduced form value capturing
payoff in case of borrower default. Alternatively, θ can be thought of as the output from a
credit evaluation model which depends on borrower quality, macroeconomic conditions, state
foreclosure laws and any other variables that may affect credit quality. θ can vary along many

50The assumptions on cost of funds ensures the GSEs are able to dominate non-GSEs in both the risk-based
and pooling strategies. Hence, I use the term “monopoly” to refer to the GSEs.

51The basic structure of the pricing regimes draws on Gan and Riddiough (2011) and Gan and Riddiough
(2008) who use a similar framework to study the uniform mortgage rate policy of GSEs. Gan and Riddiough
(2011) and Gan and Riddiough (2008) hypothesize that the GSEs use uniform pricing to deter competitive
entry.
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dimensions. For the purposes of my empirical analysis, θ also encapsulates differences in state
foreclosure laws. I explicitly represent θ as a function of LR (H for high LR and L for low
LR, H > L) and all other remaining variables are denoted by X. Lenders have higher recovery
in states with high LR compared to low LR and thus θ(X,H) should be higher than θ(X,L).
For ease of exposition, I explicitly assume θ(X,LR) = φ(X) ∗ LR. Thus, θ(X,LR) can be
decomposed into a borrower specific component combined with other information such as
macroeconomic variables φ(X) and a regional adjustment due to differences in LR (L/H).
Consider two borrowers with the same credit quality along all dimensions (φ(X)) except that
they reside in two states with different state foreclosure laws. Holding all else equal, the overall
credit quality (θ) of the borrower in the state with high LR will have greater credit quality than
that of the borrower in a state with low LR given H > L. Without loss of generality, let the
total size of the population be normalized to 1.

Lenders are risk neutral. Loan production has a marginal cost of capital (κC).52 In the
pricing regimes with screening, there is an additional fixed cost of loan screening (κS). Loan
screening in the pricing regimes with screening occurs as follows. The monopoly lender gets
the borrower characteristics data and then combines it with other information — such as
macroeconomic variables and state foreclosure laws — as an input into a proprietary credit
evaluation model to determine credit quality of the borrower, θ. Given θ which is determined
from this screening process, either the loan is denied in which case the applicant (potential
borrower) is completely rationed out of the credit market. Alternatively, the loan is approved
and credit is offered and loan size is determined by the demand schedule, D(r) derived from
the household optimization problem (described below).

I also analyze the spillover effects of the GSE credit rationing on the non-GSEs. For this, I
make three additional assumptions. First, I assume the competitor lender has a cost of capital
disadvantage.53 The competitor lender competes directly with the monopoly lender but faces
higher marginal costs of capital (κcomp > κC/θ) where θ is defined as the average credit quality

distribution, θ =
∫ 1

0
θf(θ)dθ.54 As we will see later, this cost of funds assumption also implies

that the GSEs dominate the non-GSEs in the risk-based pricing regime and the pooled pricing
regimes (both screening and no screening). Hence, I use the term “monopoly” lender to refer
to the GSEs.

Second, I assume that the competitor is not able to precisely determine the credit quality
of the borrower. The competitor’s estimate of the credit quality of the borrower is based on
both its own screening and the assumption of heavy sorting (cream-skimming) by the monopoly
lender. To formalize this, I make the assumption that credit quality of the borrower depends on
both θcomp = θ′/λ(Q) where θ′ is the output from the screening technology of the competitor. Q
is the total lending by the monopoly lender which the competitor can observe.55 This is reduced

52Note, I make this simplifying assumption to abstract from economies of scale in this simple model.
53The monopoly lender enjoys lower costs of capital possibly though the uniformity or homogeneity of loans

and subsequent liquidity in the TBA forward markets. Specifically, I postulated in Section II that uniform
prices provide liquidity in the secondary mortgage market for the GSEs and this is incorporated into the lower
marginal costs of capital for the monopoly lender (GSEs).

54As we will see later, this assumption ensures that the highest rate that can be charged to all borrowers in the
conforming mortgage market is higher than the lowest risk-based price that can be charged by the competitor
lender. This is consistent with the large jumbo conforming spreads that we empirically observe across all quality
of borrowers.

55The competitor also observes the pooled mortgage rate. However, since mortgage rates are pooled (as we
show empirically later) the competitor is not able to reverse-engineer the perceived credit quality from the
mortgage rates of the monopoly lender.
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by a factor λ(Q) which depends on cream-skimming by the monopoly lender (Q). Without loss
of generality let us normalize λ to 1. If lending by the monopoly lender is high, the competitor
knows it is facing a heavily sorted market of poorer credit quality. Higher lending by the
monopoly lender implies higher λ and lower θcomp. Thus, when the presence of the monopoly
lender is higher, the competitor lender perceives the credit quality of the borrower (θcomp) to
be lower.

Third, I assume that regulatory constraints (such as Fair Lending Laws) prohibit competitor
lenders from charging mortgage rates exceeding an upper bound threshold R.

Borrowers are price takers. Borrowers/households are credit constrained and borrow to
finance the purchase of their homes. Households purchase quality-adjusted housing h at price p
per unit. To buy a house of value ph, they borrow at an interest rate r (with 1+r = R).56 After
making housing choices, households receive an income y, repay all their debts and consume their
remaining income. The household interest rate (r) depends on its own credit quality (θ). The
household cannot determine its own credit quality which depends on many factors including
external macroeconomic conditions and state foreclosure laws. This is not an unreasonable
assumption in the mortgage market. Borrowers do not play a repeated dynamic game and hence
have limited ability in inferring their own credit risk. Thus, credit risk affects borrower demand
only in the way it affects the mortgage interest rate. That is, I explicitly make the assumption
that the borrower’s own credit quality does not enter the household optimization problem except
in the way it affects the mortgage interest rate r. Bond et al. (2009) make a similar assumption
on borrower inability to determine their own future payoffs, that is, borrowers do not know
their own credit quality at the time of entering into a loan.

One of the implications of this assumption is that borrowers do not ex-ante take into account
their ability to strategically default more in states with low LR where the lender might not
pursue foreclosure given the high costs to the lender. The empirical literature supports this
assumption. GUISO et al. (2013) find that ex-ante borrowers do not know whether a lender
can pursue recourse.57 Mian et al. (2015) find that default rates during the crisis were the same
for judicial and non-judicial states implying that borrowers do not take into account the longer
foreclosure timelines in judicial states and hence do not strategically default more in judicial
states. Additionally, Ghent and Kudlyak (2011) finds that delinquencies are not higher in non-
recourse states compared to recourse states and differ only ex-post on whether the mortgage is
underwater (negative equity).

The household maximization problem in Section III determines the mortgage demand which
is then given by

D∗ =
( p
A

)ε+1

(R− 1)ε. (12)

We have assumed that p, y and ε are constant across households. For a given A, there
is a one-to-one mapping between mortgage rates (R) and optimal mortgage choice (D∗). To
make the exposition clearer, we denote mortgage demand across households as D(R). Note,
the elasticity of mortgage demand η = −dD/dRR/D > 1 given that ε < 0.

56In reality borrowers need to make a down payment financed from their liquid assets. However, this only
adds a constant factor to the analysis and I abstract away from this for now.

57GUISO et al. (2013) survey borrowers on whether they think their bank can come after the borrowers assets
(in addition to the property securing the loan). Around 50% of borrowers said yes irrespective of the state they
stayed in.
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A.2.B Credit rationing and the lenders

Now I turn to the monopoly lender decision to lend. For my stylized model sketch, I will
consider only pure pooling and pure separating strategies.

The three possibilities considered are:
• Risk-based loan pricing with applicant screening.

• Uniform loan pricing without applicant screening.

• Uniform loan pricing with applicant screening.
In pure separating strategies, loan rate (R) will vary with credit quality. In uniform loan

pricing policies, loan rates do not vary with credit quality. Additionally, in the screening regimes
the lender incurs a fixed sunk cost of screening (κC).

A.2.C Screening Risk-based (S-RB) loan pricing regime

The lender maximizes expected profits with respect to the loan rate, R, for each borrower with
credit quality θ:

max
R

πS−RB(θ) = max
R

[θRD(R)− κCD(R)− κs] (13)

where θRD(R) is the expected revenue as a function of credit quality θ and loan size D(R).
κCD(R) is the variable cost of capital as a function of loan size. The lender incurs κs , the fixed
cost of loan screening in order to determine the exact credit quality θ of the borrower. The
profits for each individual borrower is given by πS−RB(θ) in the risk-based pricing regime. I will
use π to represent individual profits and Π to represent total profits. The subscript S − RB
refers to screening risk-based pricing policy.

Solving the above gives the optimal mortgage rate for a given θ to be:

R∗S−RB(θ) =
κC

θ

η

η − 1
(14)

where η = −(dD
dR

)(R
D

) is the price elasticity of mortgage demand and is greater than 1.58

Mortgage rate is simply marginal costs adjusted by the price elasticity of demand representing
the monopoly lender’s markup. Importantly, in the risk-based pricing regime the loan rate varies
with θ. A borrower with a higher credit risk thus has a higher mortgage rate. Then, under the
risk-based pricing regime for borrowers who are the same on all characteristics, except reside in
states with different foreclosure laws, we have θ(H,X) > θ(L,X) which implies interest rates
for the borrower in the low LR (denoted by R∗L) is higher than interest rates for the borrower
in high LR (denoted by R∗H). Note that screening here implies that the lender knows the credit
quality of the borrower and hence is able to vary mortgage rates based on the credit quality θ.

Profits for each borrower of credit quality θ in the screening risk-based loan pricing is given
by

π∗S−RB(θ) =
κCD(R∗S−RB(θ))

η − 1
− κs. (15)

The lender payoffs are represented in Figure A1 assuming low costs of screening. Panel (a)

58Elasticity of mortgage demand η = −dD/dRR/D > 1 given ε < 0.
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shows the lender payoffs in the risk-based pricing regime with screening. The blue line shows
the payoffs for each θ. We see that as θ increases, individual profits are increasing. One, profits
increase due to higher lender payoffs (θ) which would be linear. Second, higher θ implies lower
mortgage rates in the risk-based pricing regime and subsequently higher mortgage demand due
to lower mortgage rates. Thus, profits are increasing at higher θ at an increasing rate because
of the direct impact of higher credit quality on lender payoffs and the indirect effect through
the higher demand of high θ borrowers in the risk-based pricing regime.

Over the entire distribution of credit quality (normalized to 1), profits in the screening
risk-based loan pricing is given by

Π∗S−RB =

∫ 1

0

κCD(R∗S−RB(θ))

η − 1
f(θ)dθ − κs. (16)

In the screening risk-based loan pricing framework, everyone who applies for a loan gets a
loan even if individual profits are less than zero since the initial fixed costs, κs, are required to
determine credit quality across all borrowers. Note that the goal in laying out the risk-based
pricing framework is to explicitly compare efficiency of the pooled pricing regimes.59 If the
expected profit (Π∗S−RB) from above is greater than 0, then the lender invests in a screening
technology and lends to everyone who applies for a mortgage at the risk-based price.60 The
red line in Panel (a) in Figure A1 shows the total profits across all the entire credit quality
distribution given by Π∗S−RB. This will be a useful benchmark to compare other pricing regimes
with. Next, we consider the no screening pricing regime.

A.2.D No Screening Pooled (NS-P) loan pricing regime

Under a no screening regime, the lender does not know the credit quality (θ) of the borrower.
Thus, the lender charges a fixed pooled mortgage rate based on the average credit quality
distribution, θ =

∫ 1

0
θf(θ)dθ.

The optimal mortgage rate is then given by:

R∗NS−P =
κC

θ

η

η − 1
. (17)

There are no sunk costs of screening, κs, since the monopoly lender does not need to know
the exact credit quality of the borrower and hence has not invested in the screening technology.

Profits for each borrower of credit quality θ in the screening risk-based loan pricing is given
by

πNS−P (θ) = θR∗NSPD(R∗NSP )− κCD(R∗NSP ). (18)

In the no-screening pooled pricing regime, high (low) quality borrowers pay higher (lower)
mortgage rates than they would otherwise have paid in the screening risk-based pricing regime.
Low quality borrowers are cross-subsidized by the high quality borrowers. Additionally, total
loans demanded by the low quality borrowers is higher than in the risk-based pricing regime. To

59In reality regulatory constraints (such as Fair Lending Laws) prohibit lenders from charging mortgage rates
exceeding an upper bound threshold R. We explicitly incorporate this assumption for the competitor lender
and see that there is also an upper bound beyond which there is no lending.

60Of course, in a more realistic scenario a cap on mortgage rates due to Fair Lending laws will imply that the
lowest credit quality borrowers may still get rationed out.
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see this, note that demand only depends on the pooled mortgage rate charged (R∗NSP ). Since
mortgage rates in the pooled pricing regimes are lower than the risk-based pricing regimes for
the low quality borrowers, demand is higher. The higher demand by the low quality borrowers
is reflected in lender profits. Lender payoffs are shown in Panel (b), Figure A1. The blue
line shows the payoffs for each θ. The lenders (inefficiently) make mortgages at the pooled
mortgage rates to very low quality borrowers even when lenders make negative profits on these
low quality borrowers. As θ increases, individual profits are increasing since profits increase due
to the direct impact on higher lender payoffs. However, the profits at high credit quality are
not increasing at an increasing rate due to the absence on the indirect effect through demand
(present in risk-based screened pricing regime previously discussed). Thus, total profits across
all borrowers are much lower than the benchmark risk-based pricing as shown below.

Profits across the full population (which has been normalized to 1) in the no screening
pooled loan pricing is given by

ΠNS−P =
κCD(R∗NSP )

η − 1
. (19)

In the no screening pooled loan pricing framework, everyone who applies for a loan gets a
loan at the pooled rate since the lender does not know the exact credit quality of each borrower.
The risk-based pricing regime dominates the no screening pooled pricing regime if screening
costs are low.

A.2.E Screening Pooled (S-P) loan pricing Regime

In the screening pooled (S-P) pricing regime the lender first screens borrowers and then
determines both the minimum credit quality (θ) above which he is willing to lend and the pooled
mortgage rate for all loans that cross this minimum threshold. Thus, in this pricing regime the
lender simultaneously solves for the uniform (pooled) mortgage rate and the minimum credit
quality boundary that maximizes his total expected profits. The maximization problem is given
by:

max
θ,R

ΠS−P = max
θ,R

[

∫ 1

θ

(θRD − κCD)f(θ)dθ − κS, 0]. (20)

All consumers need to be screened regardless of their quality and κS is the sunk cost invested
in the screening technology.

Solving the above gives two F.O.Cs in θ and R. In order to determine the optimal points,
the lender simultaneously solves for the optimal pooled mortgage rate and the optimal cut-off
point. The two F.O.Cs give:

R∗S−P =
κC

θ∗
(21)

R∗S−P =
κC

θ
∗

η

η − 1
(22)
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where θ
∗

=
∫ 1
θ∗ θf(θ)dθ

1−F (θ∗)
is the average quality of people who qualify for the loan. The F.O.C.s

imply that the lender solves simultaneously for the minimum credit quality and the optimal
pooled mortgage rate. As we saw before, for two borrowers who are the same on all credit
dimensions (all X) except that they reside in states with different state foreclosure laws, the
credit risk of the borrower in the higher LR area is lower than credit risk of the borrower in the
low LR area (θ(H,X) > θ(L,X)). The overall minimum credit quality threshold (θ∗) above
which the lender is wiling to lend is the same in high LR and low LR. However, given H > L,
the minimum quality threshold for borrower characteristics in high LR (φ∗(XH)) is lower than
the minimum credit quality threshold in low LR (φ∗(XL)) since H > L.

Borrowers with a credit quality (θ) above the minimum credit quality threshold θ∗ get a
loan. The profits for each of these borrowers is given by:

πS−P (θ) = θR∗SPD(R∗SP )− κCD(R∗SP ) (23)

In the screening pooled pricing regime, high (low) quality borrowers still pay higher (lower)
mortgage rates than they would otherwise have paid in the screening risk-based pricing regime.
However, since the lowest quality borrowers are rationed out, it is only the relatively high credit
quality borrowers who are cross-subsidized by the high quality borrowers compared to the no-
screening pooled regime. Additionally, since the average credit quality of the borrowers who
do get loans is higher compared to the no-screening pooled regime, the pooled mortgage rate
is also lower reflecting the higher average credit quality of borrowers. This credit rationing has
the direct impact on payoffs as well as an indirect effect on the increased demand at the lower
mortgage rates.

Lender payoffs are shown in Panel (c), Figure A1. The blue line shows the payoffs for each θ.
Lenders only lend mortgages to borrowers with positive profits (in contrast to the no screening
regime). As θ increases, individual profits are increasing since profits increase due to the direct
impact on higher lender payoffs. Additionally, (assuming low screening costs) compared to the
no screening regime, mortgage rates are lower (reflecting higher average quality of borrowers)
and demand is also higher.

Compared to the risk-based pricing regime, however, the profits at high credit quality are
not increasing at an increasing rate due to the absence of the indirect effect through demand,
since mortgage rates do not change for the highest quality borrowers. Thus, total profits across
the entire region are lower than the risk-based pricing regime but higher than the no screening
pooled pricing regime.61

Additionally, total loans demanded by low quality borrowers are higher than in the risk-
based pricing regime. To see this, note that demand only depends on the pooled mortgage
rate charged (R∗NSP ). Since mortgage rates in the pooled pricing regimes are lower than the
risk-based pricing regimes for the low quality borrowers, demand is higher. The higher demand
by the low quality borrowers is reflected in lender profits.

Total profits over the entire population for the lender in this pricing regime is given by:

ΠS−P =

[
κCD(R∗SP )(1− F (θ∗))

(
θ
∗

θ∗
− 1

)
− κs

]
. (24)

61Another way to see that within the pooled regimes the screening regime dominates the no-screening regime
is directly through the maximization problem where (assuming low screening costs) no screening regimes is
included in the optimization problem.
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This summarizes our discussion above. The first term, κCD(R∗S−P )(1−F (θ∗)) is the average
expected net revenue of all borrowers who pass the minimum quality threshold. This is then

adjusted by
(
θ
∗

θ∗

)
> 1 which is the ratio of the average credit quality to the marginal loan (that

is, at the boundary, θ∗). This is the monopoly lender markup coming from screening out the
borrowers with negative profits.

Assuming extremely low costs of screening (κs), the screening with pooling regime should
produce higher profits. This is because the optimization also includes lending to all borrowers
with minimum credit quality threshold equal to zero and then charging a pooled mortgage rate
to all borrowers. Thus, profits in the no screening pricing regime for very low screening costs
should be lower than the screening and pooled regime. The blue line in Panel (c), Figure A1
shows the total lender profits in this regime. Total profits are much higher compared to the
no-screening regime though still lower than the risk-based regime consistent with our discussion
above. Note, the credit rationing in this framework occurs due to the monopoly lender following
a pooled pricing regiome.62 This is different from credit rationing in Joseph E. Stiglitz (1981)
which arises out of asymmetries of information between borrower and lender. In the Joseph
E. Stiglitz (1981) model, the borrower has more information about her own credit quality and
thus loan demand directly depends on credit quality. In the Joseph E. Stiglitz (1981) increasing
interest rates alter the distribution of potential borrowers and credit is rationed to avoid these
high-risk borrowers.

62I motivate the pooling regime as providing liquidity benefits in the TBA market in Section II.
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Figure A1. Lender Payoffs in 3 pricing regimes with low screening costs

(a) Screening Risk-based (b) No-Screening Pooled (c) Screening Pooled

This figure represents the lender payoffs in the 3 pricing regimes considered in my conceptual framework. Panel (a), (b) and (c) shows the payoffs for risk-based
pricing, no screening pooled and screening pooled regimes respectively. The horizontal axis represents credit quality of the borrower (θ). The blue line in each
panel corresponds to the lender profits for each θ. The total area under the blue line (meshed region) is then plotted as the red line. The red line makes it
easier to compare total profits across all borrowers in each of the pricing regimes.
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Table A1. Credit Rationing: 30-year Fixed Rate Mortgages

Panel A: All loans
(1) (2) (3) (4)

Total
Volume

Total
Volume

No. of
loans

No. of
loans

High Lender Rights 0.356∗∗ 0.244∗∗ 0.337∗ 0.245∗

(0.152) (0.111) (0.181) (0.127)
MSA-Yr-Qtr FE X X X X
Controls X X
No. of Observations 3671 3671 3671 3671
Number of Clusters 25 25 25 25
Adj.R2 0.469 0.687 0.525 0.720

Panel B: Dependent variable Log(Total Number of Loans/Housing Stock)

(1) (2) (3) (4)
FTHB FICO< 640 FICO< 720 No Co-borrower

High Lender Rights 0.193∗ 0.275 0.260∗ 0.247∗∗

(0.103) (0.161) (0.147) (0.108)
CBSA-Yr-Qtr FE X X X X
Controls X X X X
No. of Observations 3267 3325 3579 3519
Number of Clusters 25 25 25 25
Adj.R2 0.518 0.570 0.648 0.720

Panel C: Dependent variable Log(Total Loan Volume/Housing Stock)

(1) (2) (3) (4)
FTHB FICO< 640 FICO< 720 No Co-borrower

High Lender Rights 0.199∗∗ 0.265∗ 0.248∗ 0.243∗∗

(0.0900) (0.144) (0.125) (0.0896)
CBSA-Yr-Qtr FE X X X X
Controls X X X X
No. of Observations 3267 3325 3579 3519
Number of Clusters 25 25 25 25
Adj.R2 0.411 0.536 0.618 0.669

This table shows the weighted least squared (WLS) regressions of the aggregated credit against lender rights
for 30-year Fixed Rate Mortgages (FRMs) purchased by the GSEs. GSE data is for the period 2000 to 2005
from the publicly available for 30-year FRM single-family mortgage data provided by Fannie Mae and Freddie
Mac. The dependent variable in columns 1 and 2 in Panel A and in all columns in Panel B is the logarithm of
the total volume of mortgages aggregated to the lowest level of geocoding available in each year-quarter
normalized by the total housing stock. The dependent variable in columns 3 and 4 in Panel A and in all
columns in Panel C is the logarithm of the total number of mortgages aggregated to the lowest level of
geocoding available in each year-quarter normalized by the total housing stock. For the publicly available
30-year FRM single-family GSE data, I aggregate to the zipcode-MSA-state level, the lowest level of geocoding
available. Columns 2 and 4 in Panel A and all columns in Panel B and C also include the controls percentage
Hispanic, percentage black, log(median income) and unemployment rate from the Census 2000 data at the
zipcode-MSA-state level. Total housing stock is also from the 2000 Census. All columns include
MSA-year-quarter fixed effects and are clustered at the state level. In Panels B and C I examine heterogeneity
in lending. In Panel B and C I restrict to first time home buyers (column 1), borrowers with FICO (credit
score) less than 620 (column 2), borrowers with FICO (credit score) less than 720 (column 3) and mortgages
with no co-borrowers (column 4). In my analysis, only the 38 MSAs which cross state-borders and have
different values of the lender rights index are retained. The lender rights index is calculated based on whether
a state follows judicial procedure, whether lenders have recourse to the borrowers assets and on the borrower
right-to-redeem. See Appendix A.1 for details on how the lender rights index is calculated. High lender rights
in the table is this measure of the lender rights index.
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Table A2. Regression Discontinuity using 1992 GSE Act: Covariate Balance

Panel A: RD Estimates
High Low

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population

UAG Targeted -0.00780 -0.00353 -0.0310 0.0205 -0.0155 0.000133 -0.000834 0.00862 0.0446 0.00746
(-0.39) (-1.42) (-1.09) (0.60) (-1.32) (0.01) (-0.32) (0.24) (1.22) (0.42)

Number of Observations 160 160 160 160 160 165 165 165 165 165

Panel B: OLS
High Low

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population

UAG Targeted 0.0149 0.00213 -0.0303 0.102∗∗ -0.0754∗ 0.0284 0.0178 0.0619 -0.0229 0.0780
(0.41) (0.50) (-0.61) (2.29) (-2.06) (0.82) (1.71) (0.38) (-0.31) (1.25)

Number of Observations 160 160 160 160 160 165 165 165 165 165

This table shows the covariate balance for the regression discontinuity design using the 1992 GSE Act for one percent bandwidths around the RD cutoff.
Data is for the period 2000 to 2005 and from the Housing and Urban Development (HUD) U.S. department. The HUD provides data on mortgages
purchased by the GSEs (Fannie Mae and Freddie Mac) as part of the 1992 GSE Act. A tract is considered to be eligible under UAG goals (as defined in the
1992 GSE Act) if the ratio of the tract median income to the MSA median income is less than 0.90. The running variable in our analysis is this ratio of tract
to MSA median income with 0 corresponding to the cutoff 0.90. Positive values correspond to ratios less than 0.90, that is tracts which become UAG
eligible. Negative values correspond to ratios more than 0.90, that is tracts which are not UAG eligible. Panel A shows the regression discontinuity (RD)
estimates for the covariates percentage Hispanic, percentage black, population and unemployment rate from the Census 2000 data at the 0.90 threshold.
Panel B shows the difference in means of the covariates. In each panel, columns 1–5 correspond to census tracts with above median lender rights index. In
each panel, columns 5–10 correspond to census tracts with below median lender rights index. Standard errors are included in parenthesis and are clustered
at the state level and include MSA-year fixed effects. In my analysis, only the 38 MSAs which cross state-borders and have different values of the lender
rights index are retained. The lender rights index is calculated based on whether a state follows judicial procedure, whether lenders have recourse to the
borrowers assets and on the borrower right-to-redeem. See Appendix A.1 for details on how the lender rights index is calculated. High lender rights in the
table is this measure of the lender rights index.
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Table A3. Non-GSE Credit Rationing: 30-year Fixed Rate Mortgages

Panel A: Private sector purchases – Non-Jumbo

(1) (2) (3) (4)
Total

Volume
Total

Volume
No. of
loans

No. of
loans

High Lender Rights 0.252∗∗ 0.243∗∗∗ 0.265∗ 0.294∗∗∗

(0.0954) (0.0748) (0.135) (0.0969)
CBSA-Yr-Qtr FE X X X X
Controls X X
No. of Observations 3036 3036 3036 3036
Number of Clusters 25 25 25 25
Adj.R2 0.623 0.680 0.577 0.653

Panel B: Private sector purchases – Jumbo

(1) (2) (3) (4)
Total

Volume
Total

Volume
No. of
loans

No. of
loans

High Lender Rights 0.579∗∗∗ 0.354∗∗ 0.573∗∗∗ 0.348∗∗

(0.153) (0.154) (0.154) (0.150)
CBSA-Yr-Qtr FE X X X X
Controls X X
No. of Observations 2667 2667 2667 2667
Number of Clusters 25 25 25 25
Adj.R2 0.340 0.709 0.307 0.689

This table repeats the regressions in Table A1 for the non-GSEs (purchases by the private securitizers). This
table shows the weighted least squared (WLS) regressions of the aggregated credit against lender rights for
30-year Fixed Rate Mortgages (FRMs) purchased by the private securitizers separately for jumbo and
non-jumbo loans. Loans are classified as jumbo (non-jumbo) if the loan amount is greater (less) than the
conforming loan limit. Panel A shows the regression results for Non-jumbo loans and Panel B shows the
results for jumbo loans. Non-GSE/private securitizer data is from the ABSnet. I use the single-family 30-year
Fixed Rate Mortgages for the period 2000 to 2005. The dependent variable in columns 1 and 2 in both panels
is the logarithm of the total volume of mortgages aggregated to the lowest level of geocoding available in each
year-quarter normalized by the total housing stock. The dependent variable in columns 3 and 4 in both panels
the logarithm of the total number of mortgages aggregated to the lowest level of geocoding available in each
year-quarter normalized by the total housing stock. For the publicly available 30-year FRM single-family GSE
data, I aggregate to the zipcode-MSA-state level (similar to the analysis of Table A1). Columns 2 and 4 in
both panels also include the controls percentage Hispanic, percentage black, log(median income) and
unemployment rate from the Census 2000 data at the zipcode-MSA-state level. Total housing stock is also
from the 2000 Census. All columns include MSA-year-quarter fixed effects and are clustered at the state level.
In my analysis, only the 38 MSAs which cross state-borders and have different values of the lender rights index
are retained. The lender rights index is calculated based on whether a state follows judicial procedure,
whether lenders have recourse to the borrowers assets and on the borrower right-to-redeem. See Appendix A.1
for details on how the lender rights index is calculated. High lender rights in the table is this measure of the
lender rights index.
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Figure A1. Bunching Analysis: Mortgage Rates

(a) Mortgage Rates (b) FICO (c) LTV

This figure plots the mortgage interest rates (Panel (a)), FICO (Panel (b)) and LTV (Panel (c))against the distance from the conforming loan limit. The
horizontal axis represents the ratio of the loan amount to conforming loan limit minus one. Data is for the period 2000 to 2005. Data for loans above the
conforming loan limit is the non-GSE data from ABSnet for the same period. Loans below the conforming loan limit is the GSE data from the publicly
available 30–year Fixed Rate Mortgage (FRM) single–family mortgage data provided by Fannie Mae and Freddie Mac. High (low) lender rights correspond
to above (below) median value of the lender rights index. Each point represents the average value of the outcome (mortgage interest rate) in the 5% interval.
The solid line plots the predicted values with separate quadratic distance from conforming loan limit trends on either side of the conforming loan limit. The
dashed lines show the 95 percent confidence intervals. The plots use cross-border MSAs and include MSA-year-quarter fixed effects. The plots correspond to
bandwidths of .5 around the cutoff.
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Table A4. Mortgage Interest Rates across the Conforming Loan Limit

(1) (2) (3) (4) (5) (6) (7) (8)
Bet. 0 to 0.5 Bet. 0 to 0.5 Bet. 0.5 to 1 Bet. 0.5 to 1 Bet. 1 to 1.5 Bet. 1 to 1.5 Bet. 1.5 to 2 Bet. 1.5 to 2

High Lender Rights 0.0612∗ 0.0228 -0.00261 -0.00619 -0.0847∗∗∗ -0.0566∗∗ -0.0530∗∗ -0.0484∗

(0.0344) (0.0153) (0.0291) (0.00993) (0.0293) (0.0221) (0.0241) (0.0244)
No. of Obs. 114517 31445 74752 27990 99061 45729 38369 16888
R squared 0.249 0.256 0.416 0.386 0.631 0.638 0.696 0.696
Regression Type 34 34 34 29 34 28 32 23
No. of Clusters OLS CEM OLS CEM OLS CEM OLS CEM

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

This table shows the differences in mortgage rates across areas with lender rights. In column 1,3,5 and 7 I compare mortgages interest rates within a
MSA-year-quarter. In column 2 I use Coarsened Exact Matching (CEM, see Iacus et al. (2011a) and Iacus et al. (2011b)) to match mortgages exactly based
on different bins in a given MSA in a given year-quarter. I use loan-to-value (LTV) bins with cut-offs 70, 75, 80, 85, 90 and 95 and FICO (credit score) bins
of 620, 660 and 720. Loans are classified as jumbo (non-jumbo) if the loan amount is greater (less) than the conforming loan limit. In this panel, all loans
below the conforming loan limit are GSE loans and all loans above the conforming limit are the non-GSE loans. Data is for the period 2000 to 2005. Data
for loans above the conforming loan limit is the non-GSE data from ABSnet for the same period. GSE data is from the publicly available 30-year Fixed Rate
Mortgage (FRM) single-family mortgage data provided by Fannie Mae and Freddie Mac. Non-GSE is from ABSnet. All columns include MSA-year-quarter
fixed effects and are clustered at the state level. In my analysis, only the 38 MSAs which cross state-borders and have different values of the lender rights
index are retained. The lender rights index is calculated based on whether a state follows judicial procedure, whether lenders have recourse to the borrowers
assets and on the borrower right-to-redeem. See Appendix A.1 for details on how the lender rights index is calculated. High lender rights in the table is this
measure of the lender rights index.
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Table A5. Complex Mortgages: Aggregate Lending

Panel A: All
(1) (2) (3) (4)

Total
Volume: ARMs

Total
Volume: Complex

No. of
loans: ARMs

No. of
loans: Complex

High Lender Rights 0.128∗∗∗ 0.137∗∗∗ 0.0861∗∗∗ 0.139∗∗∗

(0.0221) (0.0360) (0.0174) (0.0305)
Region-Yr-Qtr FE X X X X
Controls X X X X
No. of Observations 9810 6256 9810 6256
Number of Clusters 96 96 96 96
Adj.R2 0.856 0.888 0.813 0.897

Panel B: Non-Jumbo loans
(1) (2) (3) (4)

Total
Volume: ARMs

Total
Volume: Complex

No. of
loans: ARMs

No. of
loans: Complex

High Lender Rights 0.125∗∗∗ 0.160∗∗∗ 0.0873∗∗∗ 0.158∗∗∗

(0.0218) (0.0343) (0.0176) (0.0315)
Region-Yr-Qtr FE X X X X
Controls X X X X
No. of Observations 9807 5986 9807 5986
Number of Clusters 96 96 96 96
Adj.R2 0.800 0.903 0.753 0.889

Panel A: Jumbo Loans
(1) (2) (3) (4)

Total
Volume: ARMs

Total
Volume: Complex

No. of
loans: ARMs

No. of
loans: Complex

High Lender Rights 0.172∗∗∗ 0.152∗∗∗ 0.180∗∗∗ 0.155∗∗∗

(0.0286) (0.0359) (0.0284) (0.0353)
Region-Yr-Qtr FE X X X X
Controls X X X X
No. of Observations 6028 3958 6028 3958
Number of Clusters 96 95 96 95
Adj.R2 0.819 0.865 0.808 0.861

This table shows the impact of lender rights aggregate lending of ARMs and Complex Mortgages. The
non-GSE data is from ABSnet data for the period 2000 to 2005. Columns 1 and 3 in each panel show
aggregate lending per housing stock for adjustable rate mortgages. Columns 1 and 3 in each panel show
aggregate lending per housing stock for complex mortgages. IO and NEGAM mortgages are together termed
as complex mortgages (CM). Panel A shows the results for all loans. Panel B shows results for loans below the
conforming loan limit (non-jumbo loans) and Panel C for loans above the conforming loan limit (jumbo loans).
All regressions are clustered at the CBSA year-quarter. In each panel, columns 1 and 2 correspond to the
logarithm of the total volume per housing stock. Column 3 and 4 correspond to the logarithm of the total
number of loans per housing stock. All columns use cross-border MSAs and include CBSA-year-quarter fixed
effects. All regressions include the controls percentage Hispanic, percentage black, log(median income) and
unemployment rate from the Census 2000 data. All regressions are clustered at the CBSA-year-quarter level
and are weighted by total number of households at the CBSA-state level using census 2000 population.

80



Table A6. Credit Rationing: HMDA data

Panel A: GSE Purchases (Non-Jumbo)

(1) (2) (3) (4)
Total Volume No. of loans Total Volume No. of loans

High Lender Rights 0.102∗∗∗ 0.0712∗∗ 0.112∗∗∗ 0.104∗∗∗

(0.0311) (0.0254) (0.0314) (0.0250)
Region-Year FE X X
CBSA-Year FE X X
Controls X X X X
Number of Observations 2484 2484 528 528
Number of Clusters 24 24 234 234
Adj.R2 0.803 0.790 0.950 0.952

Panel B: Private sector purchases – Non-Jumbo

(1) (2) (3) (4)
Total Volume No. of loans Total Volume No. of loans

High Lender Rights 0.132∗∗∗ 0.0993∗∗ 0.102∗ 0.0979∗∗

(0.0425) (0.0362) (0.0536) (0.0462)
Region-Year FE X X
CBSA-Year FE X X
Controls X X X X
Number of Observations 2480 2480 526 526
Number of Clusters 24 24 234 234
Adj.R2 0.763 0.738 0.941 0.933

Panel C: Private sector purchases – Jumbo

(1) (2) (3) (4)
Total Volume No. of loans Total Volume No. of loans

High Lender Rights 0.214∗∗∗ 0.217∗∗∗ 0.322∗∗ 0.309∗∗

(0.0558) (0.0555) (0.141) (0.137)
Region-Year FE X X
CBSA-Year FE X X
Controls X X X X
Number of Observations 2096 2096 372 372
Number of Clusters 24 24 203 203
Adj.R2 0.778 0.765 0.896 0.891

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

This table shows the weighted least squared (WLS) regressions of the logarithm at the aggregate
CBSA-state-year-quarter level on lender rights for 30 year fixed rate mortgages. All data are provided by
HMDA. GSE data is for the period 2000 to 2005 purchased by Fannie Mae and Freddie Mac. The non-GSE
data is mortgages purchased by private securitizers. I restrict to loan sizes below 2.5 times the conforming
loan limit. Panel B shows results for non-GSE loans below the conforming loan limit (non-jumbo loans) and
Panel C for non-GSE loans above the conforming loan limit (jumbo loans). All regressions are clustered at the
CBSA year-quarter. In each panel, columns 1 and 3 correspond to the logarithm of the total volume per
housing stock. Column 2 and 4 correspond to the logarithm of the total number of loans per housing stock.
Columns 1 and 2 use all MSAs and columns 3 and 4 use cross-border MSAs and include CBSA-year-quarter
fixed effects. All regressions include the controls percentage Hispanic, percentage black, log(median income)
and unemployment rate from the Census 2000 data. All regressions are clustered at the CBSA-year-quarter
level and are weighted by total number of households at the CBSA-state level using census 2000 population.
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Table A7. Regression Discontinuity using 1992 GSE Act (HUD data): Mean Difference for Covariate Balance

Panel A: 10% Bandwidth

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population

UAG Targeted 0.00606 -0.00288∗∗∗ -0.0586∗∗ 0.0138 -0.00645∗∗ 0.00543 -0.00219 0.0205 0.0535∗∗∗ -0.0210
(0.49) (-3.25) (-2.83) (0.94) (-2.48) (0.56) (-0.97) (0.66) (3.04) (-1.60)

Number of Observations 1649 1649 1649 1649 1649 1883 1883 1883 1883 1883

Panel B: 5% Bandwidth

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population

UAG Targeted 0.0131 -0.00198 -0.0378 0.0164 -0.0135 -0.00673 -0.00532∗ -0.0205 0.104∗∗ -0.0188
(0.89) (-1.05) (-1.71) (0.92) (-1.56) (-0.56) (-2.11) (-0.50) (2.38) (-0.68)

Number of Observations 811 811 811 811 811 936 936 936 936 936

Panel C: Imbens and Kalyanaraman (2011) Bandwidth

High Low

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population

UAG Targeted 0.0149 0.00213 -0.0303 0.102∗∗ -0.0754∗ 0.0284 0.0178 0.0619 -0.0229 0.0780
(0.41) (0.50) (-0.61) (2.29) (-2.06) (0.82) (1.71) (0.38) (-0.31) (1.25)

Number of Observations 160 160 160 160 160 165 165 165 165 165

This table shows the covariate balance for the regression discontinuity design using the 1992 GSE Act. A tract is considered to be eligible under UAG goals
if tract median income to the MSA median income is less than 0.90. Data is at the census tract level. Each panel shows the regression discontinuity (RD)
estimates for the covariates percentage Hispanic, percentage black, population and unemployment rate from the Census 2000 data at the 0.9 threshold.
Panel A, panel B panel C correspond to bandwidths of 10 percent, 5 percent and 1 percent respectively around the RD cutoff. In each panel, columns 1–5
correspond to census tracts in the CBSAs with above median lender rights index. In each panel, columns 5–10 correspond to census tracts in the CBSAs
with below median lender rights index. All columns use cross-border MSAs and include CBSA-year fixed effects. All regressions are clustered at the
CBSA-year level and are weighted by Census 2000 total number of households. Standard errors are included in parenthesis.
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Table A8. Regression Discontinuity using 1992 GSE Act: RD estimates for Covariate Balance

Panel A: 10% Bandwidth

High Low

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population

UAG Targeted 0.0361∗∗∗ 0.00642∗∗∗ 0.0286∗∗∗ -0.121∗∗∗ 0.00742∗∗ 0.0351∗∗∗ 0.00684∗∗∗ 0.0545∗∗∗ -0.124∗∗∗ 0.0324∗∗∗

(5.38) (7.32) (2.74) (-10.73) (2.33) (6.55) (7.17) (4.72) (-11.18) (5.59)
Number of Observations 1649 1649 1649 1649 1649 1883 1883 1883 1883 1883

Panel B: 5% Bandwidth

High Low

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population

UAG Targeted 0.0154∗ 0.00234∗ -0.00340 -0.0394∗∗ 0.00517 0.0209∗∗∗ 0.00288∗∗ 0.0257 -0.0614∗∗∗ 0.0188∗∗

(1.66) (1.87) (-0.24) (-2.56) (1.07) (2.70) (2.05) (1.63) (-3.90) (2.36)
Number of Observations 811 811 811 811 811 936 936 936 936 936

Panel C: Imbens and Kalyanaraman (2011) Bandwidth

High Low

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population
< High
School
Educ.

Unemployment
Rate

% Black %Hispanic Population

UAG Targeted -0.00780 -0.00353 -0.0310 0.0205 -0.0155 0.000133 -0.000834 0.00862 0.0446 0.00746
(-0.39) (-1.42) (-1.09) (0.60) (-1.32) (0.01) (-0.32) (0.24) (1.22) (0.42)

Number of Observations 160 160 160 160 160 165 165 165 165 165

This table shows the covariate balance for the regression discontinuity design using the 1992 GSE Act for different bandwidths. Data is for the period 2000
to 2005 and from the Housing and Urban Development (HUD) U.S. department. The HUD provides data on mortgages purchased by the GSEs (Fannie Mae
and Freddie Mac) as part of the 1992 GSE Act. A tract is considered to be eligible under UAG goals (as defined in the 1992 GSE Act) if the ratio of the
tract median income to the MSA median income is less than 0.90. The running variable in our analysis is this ratio of tract to MSA median income with 0
corresponding to the cutoff 0.90. Positive values correspond to ratios less than 0.90, that is tracts which become UAG eligible. Negative values correspond to
ratios more than 0.90, that is tracts which are not UAG eligible. Each panel shows the regression discontinuity (RD) estimates for the covariates percentage
Hispanic, percentage black, population and unemployment rate from the Census 2000 data at the 0.90 threshold. Panel A, panel B panel C correspond to
bandwidths of 10 percent, 5 percent and 1 percent respectively around the RD cutoff. In each panel, columns 1–5 correspond to census tracts with above
median lender rights index. In each panel, columns 5–10 correspond to census tracts with below median lender rights index. Standard errors are included in
parenthesis and are clustered at the state level and include MSA-year fixed effects. In my analysis, only the 38 MSAs which cross state-borders and have
different values of the lender rights index are retained. The lender rights index is calculated based on whether a state follows judicial procedure, whether
lenders have recourse to the borrowers assets and on the borrower right-to-redeem. See Appendix A.1 for details on how the lender rights index is calculated.
High lender rights in the table is this measure of the lender rights index.
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Table A9. Regression Discontinuity using 1992 GSE Act: Credit Rationing Estimates

Panel A: Dependent variable Log(Total Number of Loans/Housing Stock)

(1) (2) (3) (4) (5) (6)
High Low High Low High Low

UAG Targeted 0.0913∗ 0.0349 0.157∗∗∗ 0.124 0.467∗∗∗ -0.446
(0.0502) (0.0605) (0.0514) (0.110) (0.127) (0.326)

CBSA-Yr FE X X X X X X
Controls X X X X X X
No. of Observations 10447 11422 5179 5715 977 1006
Number of Clusters 16 18 16 18 13 17
Adj.R2 0.413 0.337 0.400 0.313 0.418 0.265

Panel B: Dependent variable Log(Total Loan Volume/Housing Stock)

(1) (2) (3) (4) (5) (6)
High Low High Low High Low

UAG Targeted 0.120∗ 0.0589 0.196∗∗∗ 0.172 0.532∗∗∗ -0.364
(0.0588) (0.0810) (0.0640) (0.131) (0.133) (0.387)

CBSA-Yr FE X X X X X X
Controls X X X X X X
No. of Observations 10443 11388 5177 5699 975 1004
Number of Clusters 16 18 16 18 13 17
Adj.R2 0.443 0.323 0.428 0.305 0.470 0.266

This table shows the estimates of credit rationing using a regression discontinuity design based on the 1992 GSE Act for different bandwidths. Data is for
the period 2000 to 2005 and from the Housing and Urban Development (HUD) U.S. department. The HUD provides data on mortgages purchased by the
GSEs (Fannie Mae and Freddie Mac) as part of the 1992 GSE Act. A tract is considered to be eligible under UAG goals (as defined in the 1992 GSE Act) if
the ratio of the tract median income to the MSA median income is less than 0.90. The running variable in our analysis is this ratio of tract to MSA median
income with 0 corresponding to the cutoff 0.90. Positive values correspond to ratios less than 0.90, that is tracts which become UAG eligible. Negative values
correspond to ratios more than 0.90, that is tracts which are not UAG eligible. The dependent variable in Panel A is the logarithm of the total volume of
mortgages aggregated to the census tract level in each year normalized by the total housing stock. The dependent variable in Panel B is the logarithm of the
total number of mortgages aggregated to the census tract level in each year normalized by the total housing stock. Columns 1–2, columns 3–4 columns 5–6
correspond to bandwidths of 10 percent, 5 percent and 1 percent respectively around the RD cutoff. In each panel, the odd numbered columns (1, 3 and 5)
correspond to census tracts with above median lender rights index. In each panel, the even numbered columns (2, 4 and 6) correspond to census tracts with
below median lender rights index. Standard errors are included in parenthesis and are clustered at the state level and include MSA-year fixed effects. In my
analysis, only the 38 MSAs which cross state-borders and have different values of the lender rights index are retained. The lender rights index is calculated
based on whether a state follows judicial procedure, whether lenders have recourse to the borrowers assets and on the borrower right-to-redeem. See
Appendix A.1 for details on how the lender rights index is calculated. High lender rights in the table is this measure of the lender rights index.

84



Table A10. 10% Bandwidth Regression Discontinuity using 1992 GSE Act (HUD data): Heterogeneity

Panel A: Dependent variable Log(Total Number of Loans/Housing Stock)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
First-time

Home
Borrower

Age
< 45

Minority
Borrowers

Single
Female

Borrower

No
Co-

Borrower

First-time
Home

Borrower

Age
< 45

Minority
Borrowers

Single
Female

Borrower

No
Co-

Borrower
UAG Targeted 0.0688 0.0817∗ 0.0663 0.0128 0.100∗ -0.0424 0.0505 -0.139 0.0109 0.0651

(0.0604) (0.0388) (0.0386) (0.0391) (0.0564) (0.0737) (0.0661) (0.0914) (0.0544) (0.0676)
CBSA-Yr FE X X X X X X X X X X
Controls X X X X X X X X X X
No. of Observations 9759 10097 8563 10050 10163 10673 11057 9562 10946 11100
Number of Clusters 16 16 16 16 16 18 18 18 18 18
Adj.R2 0.417 0.655 0.589 0.634 0.561 0.264 0.478 0.393 0.459 0.434

Panel B: Dependent variable Log(Total Loan Volume/Housing Stock)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
First-time

Home
Borrower

Age
< 45

Minority
Borrowers

Single
Female

Borrower

No
Co-

Borrower

First-time
Home

Borrower

Age
< 45

Minority
Borrowers

Single
Female

Borrower

No
Co-

Borrower
UAG Targeted 0.0931 0.109∗∗ 0.0722 0.0209 0.126∗∗ -0.00217 0.0746 -0.135 0.0276 0.0906

(0.0684) (0.0445) (0.0446) (0.0498) (0.0570) (0.0633) (0.0857) (0.0929) (0.0586) (0.0874)
CBSA-Yr FE X X X X X X X X X X
Controls X X X X X X X X X X
No. of Observations 9672 10090 8427 10044 10157 10121 10974 9273 10803 11030
Number of Clusters 16 16 16 16 16 18 18 18 18 18
Adj.R2 0.532 0.660 0.600 0.697 0.567 0.356 0.445 0.426 0.490 0.403

Columns 1–2 repeats the weighted least squared (WLS) regressions of the logarithm at the aggregate CBSA-state-year-quarter level on lender rights for all
mortgages using data provided by the Housing and Urban Development (HUD) U.S. department. Data is for the period 2000 to 2005 provided by Fannie Mae
and Freddie Mac. Columns 3–10 show the heterogeneity results. In column 3 “Top tercile minority” is an indicator for whether the average minority share of
borrowers falls in the top tercile within each year. Similarly, the remaining columns correspond to whether share of mortgages with co-applicants, share of
first time home buyers, and borrower income. Columns 1, 3, 5, 7 and 9 correspond to the logarithm of the total volume per housing stock. Columns 2, 4, 6,
8 and 10 correspond to the logarithm of the total number of loans per housing stock. All columns use cross-border MSAs and include CBSA-year fixed
effects. All regressions include the controls percentage Hispanic, percentage black, log(median income) and unemployment rate from the Census 2000 data.
All regressions are clustered at the CBSA-year level and are weighted by total number of households at the CBSA-state level using census 2000 population.
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Table A11. 5% Bandwidth Regression Discontinuity using 1992 GSE Act (HUD data): Heterogeneity

Panel A: Dependent variable Log(Total Number of Loans/Housing Stock)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
First-time

Home
Borrower

Age
< 45

Minority
Borrowers

Single
Female

Borrower

No
Co-

Borrower

First-time
Home

Borrower

Age
< 45

Minority
Borrowers

Single
Female

Borrower

No
Co-

Borrower
UAG Targeted 0.123 0.180∗∗∗ 0.0436 0.140 0.160∗∗ 0.0467 0.194∗ -0.0616 0.0669 0.209∗∗

(0.102) (0.0550) (0.116) (0.0891) (0.0577) (0.0922) (0.0983) (0.132) (0.0844) (0.0867)
CBSA-Yr FE X X X X X X X X X X
Controls X X X X X X X X X X
No. of Observations 4858 5010 4258 4991 5043 5338 5529 4796 5466 5550
Number of Clusters 16 16 16 16 16 18 18 18 18 18
Adj.R2 0.423 0.647 0.595 0.629 0.541 0.278 0.458 0.400 0.458 0.413

Panel B: Dependent variable Log(Total Loan Volume/Housing Stock)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
First-time

Home
Borrower

Age
< 45

Minority
Borrowers

Single
Female

Borrower

No
Co-

Borrower

First-time
Home

Borrower

Age
< 45

Minority
Borrowers

Single
Female

Borrower

No
Co-

Borrower
UAG Targeted 0.160 0.230∗∗∗ 0.0322 0.148 0.199∗∗∗ 0.100 0.221 -0.136 0.112 0.233∗∗

(0.108) (0.0682) (0.0896) (0.0972) (0.0665) (0.0960) (0.130) (0.167) (0.101) (0.0996)
CBSA-Yr FE X X X X X X X X X X
Controls X X X X X X X X X X
No. of Observations 4813 5006 4190 4988 5038 5074 5488 4674 5403 5518
Number of Clusters 16 16 16 16 16 18 18 18 18 18
Adj.R2 0.533 0.652 0.606 0.694 0.545 0.370 0.433 0.440 0.491 0.399

Columns 1–2 repeats the weighted least squared (WLS) regressions of the logarithm at the aggregate CBSA-state-year-quarter level on lender rights for all
mortgages using data provided by the Housing and Urban Development (HUD) U.S. department. Data is for the period 2000 to 2005 provided by Fannie Mae
and Freddie Mac. Columns 3–10 show the heterogeneity results. In column 3 “Top tercile minority” is an indicator for whether the average minority share of
borrowers falls in the top tercile within each year. Similarly, the remaining columns correspond to whether share of mortgages with co-applicants, share of
first time home buyers, and borrower income. Columns 1, 3, 5, 7 and 9 correspond to the logarithm of the total volume per housing stock. Columns 2, 4, 6,
8 and 10 correspond to the logarithm of the total number of loans per housing stock. All columns use cross-border MSAs and include CBSA-year fixed
effects. All regressions include the controls percentage Hispanic, percentage black, log(median income) and unemployment rate from the Census 2000 data.
All regressions are clustered at the CBSA-year level and are weighted by total number of households at the CBSA-state level using census 2000 population.
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Figure A2. Bunching Analysis: Mortgage Rates

(a) GSE and Jumbo 30 year FRMs (b) Only Non-GSE 30 year FRMs

This figure plots the mortgage interest rates against the distance from the conforming loan limit. The horizontal axis represents the ratio of the loan amount
to conforming loan limit minus one. Data is for the period 2000 to 2005. Data for loans above the conforming loan limit is the non-GSE data from ABSnet
for the same period. In panel A data for loans below the conforming loan limit is the GSE data from the publicly available 30–year Fixed Rate Mortgage
(FRM) single–family mortgage data provided by Fannie Mae and Freddie Mac. In panel B loans below the conforming loan limit only include the non-GSE
ABSnet data. High (low) lender rights correspond to above (below) median value of the lender rights index. Each point represents the average value of the
outcome (mortgage interest rate) in the 5% interval. The solid line plots the predicted values with separate fourth order polynomial distance from conforming
loan limit trends on either side of the conforming loan limit. The dashed lines show the 95 percent confidence intervals. The plots use cross-border MSAs
and include CBSA-year-quarter fixed effects. The plots correspond to bandwidths of 100 percent around the cutoff.
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Figure A3. Bunching Analysis: Mortgage Rates

(a) No Fixed Effects (b) MSA-Year-Quarter Fixed Effects

This figure plots the mortgage interest rates against the distance from the conforming loan limit. The horizontal axis represents the ratio of the loan amount
to conforming loan limit minus one. Data is for the period 2000 to 2005. Data for loans above the conforming loan limit is the non-GSE data from ABSnet
for the same period. In panel A data for loans below the conforming loan limit is the GSE data from the publicly available 30–year Fixed Rate Mortgage
(FRM) single–family mortgage data provided by Fannie Mae and Freddie Mac. In panel B loans below the conforming loan limit only include the non-GSE
ABSnet data. High (low) lender rights correspond to above (below) median value of the lender rights index. Each point represents the average value of the
outcome (mortgage interest rate) in the 5% interval. The solid line plots the predicted values with separate fourth order polynomial distance from conforming
loan limit trends on either side of the conforming loan limit. The dashed lines show the 95 percent confidence intervals. The plots use cross-border MSAs
and include CBSA-year-quarter fixed effects. The plots correspond to bandwidths of 100 percent around the cutoff.
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Figure A4. Bunching Analysis: Mortgage Rates

(a) GSE and Jumbo 30 year FRMs (b) Only Non-GSE 30 year FRMs

This figure plots the mortgage interest rates against the distance from the conforming loan limit. The horizontal axis represents the ratio of the loan amount
to conforming loan limit minus one. Data is for the period 2000 to 2005. Data for loans above the conforming loan limit is the non-GSE data from ABSnet
for the same period. In panel A data for loans below the conforming loan limit is the GSE data from the publicly available 30–year Fixed Rate Mortgage
(FRM) single–family mortgage data provided by Fannie Mae and Freddie Mac. In panel B loans below the conforming loan limit only include the non-GSE
ABSnet data. High (low) lender rights correspond to above (below) median value of the lender rights index. Each point represents the average value of the
outcome (mortgage interest rate) in the 5% interval. The solid line plots the predicted values with separate quadratic distance from conforming loan limit
trends on either side of the conforming loan limit. The dashed lines show the 95 percent confidence intervals. The plots use cross-border MSAs and include
MSA-year-quarter fixed effects. The plots correspond to bandwidths of .5 around the cutoff.
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Figure A5. Bunching Analysis: FICO and LTV

(a) FICO (b) LTV

This figure plots the FICO and LTV values against the distance from the conforming loan limit. The horizontal axis represents the ratio of the loan amount
to conforming loan limit minus one. Data is for the period 2000 to 2005. Data for loans above the conforming loan limit is the non-GSE data from ABSnet
for the same period. In panel A data for loans below the conforming loan limit is the GSE data from the publicly available 30–year Fixed Rate Mortgage
(FRM) single–family mortgage data provided by Fannie Mae and Freddie Mac. In panel B loans below the conforming loan limit only include the non-GSE
ABSnet data. High (low) lender rights correspond to above (below) median value of the lender rights index. Each point represents the average value of
the outcome — FICO in panel (a) and LTV in panel (b) — in the 5% interval. The solid line plots the predicted values with separate quadratic distance
from conforming loan limit trends on either side of the conforming loan limit. The dashed lines show the 95 percent confidence intervals. The plots use
cross-border MSAs and include MSA-year-quarter fixed effects. The plots correspond to bandwidths of .5 around the cutoff.
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Figure A6. Bunching Analysis: FICO Above 720

(a) FICO (b) LTV

This figure plots the FICO and LTV values against the distance from the conforming loan limit. The horizontal axis represents the ratio of the loan amount
to conforming loan limit minus one. Data is for the period 2000 to 2005. Data for loans above the conforming loan limit is the non-GSE data from ABSnet
for the same period. In panel A data for loans below the conforming loan limit is the GSE data from the publicly available 30–year Fixed Rate Mortgage
(FRM) single–family mortgage data provided by Fannie Mae and Freddie Mac. In panel B loans below the conforming loan limit only include the non-GSE
ABSnet data. High (low) lender rights correspond to above (below) median value of the lender rights index. Each point represents the average value of
the outcome — FICO in panel (a) and LTV in panel (b) — in the 5% interval. The solid line plots the predicted values with separate quadratic distance
from conforming loan limit trends on either side of the conforming loan limit. The dashed lines show the 95 percent confidence intervals. The plots use
cross-border MSAs and include CBSA-year-quarter fixed effects. The plots correspond to bandwidths of .5 around the cutoff.
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Figure A7. Bunching Estimates: Minority Borrowers

Panel A: Minority

(a) High Lender Rights (b) Low Lender Rights

Panel A: Non-Minority

(c) High Lender Rights (d) Low Lender Rights

This figure estimates the amount of sorting that occurs around the conforming loan limit for minority (Hispanic
or black) and non-minority borrowers. I use the Chetty et al. (2011) method to estimate the bunching around
the conforming loan limit. The left panel shows the graph for mortgages with high lender rights and the right
panel corresponds to the mortgages with low lending rights. Data is for the period 2000 to 2005. Data is from
HMDA. High (low) lender rights correspond to above (below) median value of the lender rights index. Each
dot corresponds to number of loans in the 1 percent bins around the conforming loan limit (100). The red line
is the estimated counterfactual density obtained by fitting a 5th order polynomial to the bin counts, omitting
the contribution of the bins close to the cutoff.
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Figure A8. Bunching Heterogeneity: By Income

Panel A: Low Income

(a) High Lender Rights (b) Low Lender Rights

Panel A: High Income

(c) High Lender Rights (d) Low Lender Rights

This figure estimates the amount of sorting that occurs around the conforming loan limit for high and low
income borrowers. High income borrowers refer to the above median income borrowers and low income refer to
the below median income borrowers. I use the Chetty et al. (2011) method to estimate the bunching around
the conforming loan limit. Data is from HMDA for the years 2002 to 2005. The left panel shows the graphs for
mortgages with high lender rights and the right panel corresponds to the mortgages with low lending rights.
Lender rights are calculated by assigning a value of 1-3 for each of the lender rights non-judicial, recourse
(fair-market value and non-fair market value) and right-to-redeem. High lender rights correspond to higher
index value (easier to foreclose). The binary measure is 0 for states above the median index value and 1
otherwise.
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Table A12. Homeownership and House Prices

(1) (2) (3) (4)
% Home-Owners 00-05 HP 2005 HP 2000 HP growth

LR Index 0.0230∗∗ 0.0673∗∗∗ 0.0505∗∗ 0.0332∗∗

(0.0104) (0.0221) (0.0196) (0.0161)
CBSA-FE X X X X
Controls X X X X
Number of Observations 151 151 151 151
Adj.R2 0.449 0.764 0.568 0.824

This table shows the impact of credit rationing on homeownership and house prices at the county level. In
columns 1 the dependent variable is the percentage of all homeowners who moved in 2000 or after. The
dependent variable in column 2 and 3 is the log of the median house value in the year 2000 and year 2005.
The dependent variable in column 4 is the house price growth. Data for 2000 is at the county level from the
2000 Census. Data for 2005 is at the county level from the 2005 American Community Survey. All regressions
include control variables and MSA fixed effects. Control variables percentage with less than high-school
education, percentage Hispanic, percentage black and unemployment rate are from the 2000 Census. All
regressions are weighted by total number of households from the 2000 Census. Standard errors are included in
parenthesis and are clustered at the state level. In my analysis, only the 38 MSAs which cross state-borders
and have different values of the lender rights index are retained. The lender rights index is calculated based on
whether a state follows judicial procedure, whether lenders have recourse to the borrowers assets and on the
borrower right-to-redeem. See Appendix A.1 for details on how the lender rights index is calculated. High
lender rights in the table is this measure of the lender rights index.
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